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A. Comunian, P. Renard, J. Straubhaar, P. Bayer

Centre of Hydrogeology and Geothermics (CHYN), University of Neuchâtel, Rue Emile-Argand 11, CH-2000 Neuchâtel, Switzerland

ETH Zürich, Engineering Geology, Sonnergasse 5, 8092 Zürich, Switzerland

A R T I C L E   I N F O

Article history:
Available online 1 April 2011
This manuscript was handled by P. Baveye Editor-in-Chief

Keywords:
Multiple-point statistics
Heterogeneity
Hierarchical framework
Aquifer analog
Hydrofacies
Fluvio-glacial

S U M M A R Y

The heterogeneity of sedimentary structures at the decimeter scale is crucial to the understanding of groundwater flow and transport. In a series of two papers, we provide a detailed analysis of a fluvio-glacial aquifer analog: the Herten site. The geological data along a series of 2D sections in a quarry, the corresponding GPR measurements, and their sedimentological interpretation are described in the companion paper. In this paper, we focus on the three-dimensional reconstruction of the heterogeneity. The resulting numerical model is provided as an electronic supplementary material for further studies. Furthermore, the geostatistical parameters derived from this analysis and the methodology described in the paper could be used in the future for the simulation of similar deposits where less data would be available. To build the 3D model, we propose a hierarchical simulation method which integrates various geostatistical techniques. First, we model the subdivision of the domain into regions corresponding to main sedimentological structures (e.g. a sedimentation event). Within these volumes, we use multiple-point statistics to describe the internal heterogeneity. What is unusual here is that we do not try to use a complex training image for the multiple-point algorithm accounting for all the non-stationarity and complexity, but instead use a simple conceptual model of heterogeneity (ellipsoidal shapes as a training image) and constrain the multiple point simulations within the regions by a detailed interpolation of orientation data derived from the 2D sections. This method produces realistic geological structures. The analysis of the flow and transport properties (hydraulic conductivity and tracer breakthrough curves) of the resulting model shows that it is closer to the properties estimated directly from the 2D geological observations rather than those estimated from a model of heterogeneity based on probability of transitions and not including the modeling of the large-scale structures.

1. Introduction

This paper is the second of a two-part series investigating the heterogeneity of a fluvio-glacial aquifer analog. The overall motivation of the work is that a realistic modeling of aquifer heterogeneity requires on the one hand accurate data on the expected sedimentological structures and on the other hand appropriate modeling techniques.

While the first paper Bayer et al. (2011) in this series describes the field work and proposes a sedimentological interpretation of the data, this second part focuses on the modeling aspects and follows two aims. The first is to build a high resolution three-dimensional model of the heterogeneity of the Herten fluvio-glacial aquifer analog. This model constitutes an important preliminary step for future studies investigating the impact of heterogeneity on hydrogeological processes or on the significance of field experiments.

The second aim of the paper is to propose a hierarchical approach for the modeling of such environment types. Among the various existing methods to model heterogeneity reviewed by Koltermann and Gorelick (1996) and de Marsily et al. (2005), multiple-point (MP) statistics (Guardiano and Srivastava, 1993; Strebelle, 2000; Hu and Chugunova, 2008) is appealing because it provides a simple mean to integrate a conceptual geological model in a stochastic simulation framework. The conceptual model is provided as a training image (TI) representing the heterogeneity patterns that the user expects at a given site. For example, the TI can represent meanders if the user knows that the geological environment that he wants to model is made of meanders. Then, when using MP statistics, one of the most important questions to answer is how to get the TI? A possibility often cited in the literature is to directly use the geological maps or sections obtained from analog studies as TI.
In practice, only a few attempts to use real geological analogs as training images have been made so far (Maharaja, 2005; Huysmans et al., 2008). These works have shown that analogs often display significant non stationarity (because of the physical nature of the geological processes that lead to the heterogeneity). Using them directly as training images produces often unacceptable simulations (e.g. Boucher, 2009); indeed MP statistics assume that there is a repetition of the spatial heterogeneity patterns in the TI to build the MP probability distributions (ergodicity). If the TI is not stationary, the different patterns are mixed in the probability distributions. Different techniques have been developed to overcome this limitation. The main idea is to provide not only the TI but also some additional information (i.e. orientation maps, results of geophysical surveys, probability maps) to avoid mixing the patterns when computing the probability distributions (Boucher, 2009; Chugunova and Hu, 2008; de Vries et al., 2009; Mariethoz et al., 2010; Straubhaar et al., 2011). Even if the problem of non stationarity is important, one has to remember that it is not specific to MP statistics. It affects, in a similar manner, all the standard geostatistical methods based on lower order statistics. However, when only two-point statistical moments are used, the simulated structures are not expected to resemble the original ones (because the two-point moments do not contain enough information to constrain the shape of the structures, see e.g. Strebelle (2000)) and the non stationarity is less apparent.

Another issue when trying to use analog data to simulate 3D heterogeneity with MP statistics is that one needs a 3D training image to simulate the 3D domain. In general, analog observations only provide 2D training images. It is therefore necessary to develop specific methods that allow using MP statistics in that situation. If we look at standard geostatistical procedures, the practice in those cases would be to assume some invariance of the probability laws by rotation (Chilès and Delfiner, 1999). The covariances or variograms would be inferred along the available data in the directions included in the geological section, and the variability in the perpendicular directions would be assumed to follow the same laws or to be simply rescaled to account for some anisotropy. Here similar assumptions could be made, but the current implementations (both commercial and open source) of MP statistics do not yet offer these possibilities. When no other technique is available, the user has to build a 3D training image that is, as far as possible, compatible with the 2D observations. One can do it for example by using object based techniques, as proposed by Caers (2005) and Maharaja (2008), or by using 3D geometrical modeling techniques. If the geological structures are highly complex and intricate, this can be very tedious.

To overcome the problem of non stationarity and the problem of insufficient access to a 3D training image, the approach proposed in this paper consists of subdividing the domain in smaller regions corresponding to a series of successive sedimentological units corresponding to the large scale heterogeneity. In these units (also named regions), the heterogeneity is simpler and one can use basic but reasonable 3D training images constructed with object based techniques. In other words, the non stationarity related to the presence of major sedimentological units is treated by modeling a set of regions. The non stationarity of orientations of the

---

![Fig. 1. Rasterized six sections $S_j$ (16 by 7 m) of the Herten case study. Fig. 7a provides an ensemble view. The hydrofacies codes are explained in detail in the companion paper (Bayer et al., 2011).](image-url)
smaller scale heterogeneity within the regions is modeled separately by interpolating their orientations. In deltaic reservoirs, a similar approach has already proven to be very efficient (Khan et al., 2008).

The paper is structured as follows. First we present the Herten analog data set. Then we illustrate the limits of current modeling approaches on this data set in order to justify the need for the proposed approach. The following sections are devoted to the step by step description of the approach. The paper ends with a presentation of the results and a discussion. All the MP statistic simulations are obtained with the algorithm improved multiple-point algorithm using a list approach (IMPALA, Straubhaar et al. (2011)). The resulting 3D models are provided as electronic supplementary material downloadable from the web site of the journal or available upon request to the authors.

2. The Herten dataset

The Herten site is located in the Rhine river valley in southern Germany, close to the city of Basel (Switzerland). The site was selected because it is one of the best characterized gravel bodies of this size, and at the same time the heterogeneity and the non-stationarity of the data set are a challenging benchmark for a simulation technique. Moreover, other studies were performed on the same dataset, allowing a direct comparison of the results. The data set contains six parallel geological sections having a dimension of 16 by 7 m (Fig. 1). In the following, we will refer to the six sections as $S_1, \ldots, S_6$. These data were obtained by mapping the geological facies in successive outcrop sections exposed during the pit exploitation. The distance between each section is 2 m. In the reference system adopted in this manuscript these sections are parallel to the plane $xz$.

Ten different hydrofacies types are mapped within the sections with a discretization of 5 cm along both $x$ and $z$ direction. For each hydrofacies, hydraulic conductivity and effective porosity were measured on a number of samples ranging from 3 to 15. For an exhaustive description of the mapping procedure, the hydrofacies coding conventions, as well as the available sedimentary, hydrogeological and geophysical data sets, the reader is referred to part 1 of the companion paper (Bayer et al., 2011).

In the present paper, we use the hydrofacies data and build a 3D stochastic model within a hierarchical MP statistics framework. The hydrofacies observations from the outcrops (Fig. 1) are used both as hard conditioning data (268,000 points) to constrain the simulation and more generally as a source of information to develop the whole methodology. The discretization is identical to that used by Maji et al. (2006). The simulation domain $\Omega$ is divided into 9 million ($320 \times 201 \times 140$) cubic cells having a side of 5 cm.

This discretization is selected for three reasons: (1) to reflect the very high resolution of the data; (2) to allow direct comparison with previous work on the same site; and (3) to provide a high resolution 3D model of the heterogeneity of fluvio-glacial deposits.
that could then be used in the future to investigate how heterogeneity can control physical processes in these systems.

3. Motivations for a hierarchical approach

Before entering into the description of the proposed hierarchical approach, it is important to visualize and understand the impact of some limits of available approaches for modeling the 3D heterogeneity of the Herten site.

Several studies have used the Herten dataset (see companion paper, Bayer et al., 2011). Among them, the most interesting for our purposes are the works of Maji (2005) and Maji et al. (2006). These authors applied a transition–probability–based Markov chain approach (TP/MC, Carle, 1996), using the software TProgs, to reconstruct the complete 3D volume and to use it for analyzing the impact of heterogeneity on DNAPL transport. The TP/MC approach accounts for the probability of transition from one hydrofacies to another with the use of a transition probability matrix. This matrix is composed of transition probability curves which are adjusted from the data contained in the available sections; the 3D simulation is performed using all the sections as conditioning data.

Two slices within a 3D simulation obtained with the TP/MC approach are displayed in Fig. 2c and d. Fig. 2c shows a slice parallel and close (0.25 m) to the conditioning data of the first section S1 (Fig. 2a); Fig. 2d is placed in between S1 and S2, at a distance of one meter from both. These two slices show that the simulation becomes very noisy when the simulated nodes get further away from the conditioning data. More precisely, thin continuous layers, especially in the upper part of the domain, become clearly disconnected, and may have substantial influence on the hydraulic behavior of the whole heterogeneous domain. Even if the transition probability curves shown by Maji (2005) agree rather well with the experimental data, it is possible that better results could be obtained with an improved parametrization within TProgs. Actually, we believe that the main reasons for the problems with the TP/MC simulations are (1) the high non stationarity of the data set and (2) the poor information available for the computation of the probability transition matrix along the direction normal to the outcrops.

As a remedy, the TP/MC approach could be applied, for example, in a sequence stratigraphic framework (Weissmann and Fogg, 1999). However, this would be still constrained by the use of statistical models fitted on experimental curves that are computed considering only two points at a time. To overcome this last limitation, we investigate MP statistics.

The analog sections are only 2D, thus we cannot use them directly as training images to simulate a 3D domain with MP.
statistics. However, one of these sections (i.e. $S_1$) can be used as training image to perform 2D unconditional MP statistics simulations. Fig. 2e is a simulation obtained without taking into account the non-stationarity of the training image. As shown by Chugunova and Hu (2008) and Boucher (2009), all the patterns present in the training image, only for a given value of the auxiliary variable field, are reproduced in the simulation domain only for the corresponding values of the auxiliary variables (with a given tolerance). Here, for example, the training image (Fig. 2a) contains an evident vertical trend along the $z$. The results obtained with the MP statistics using $z$ as auxiliary variable (Fig. 2f) are remarkably improved if compared with the ones obtained without the use of the auxiliary variable (Fig. 2e). Probably, one could go a step further by using a second auxiliary variable along the $x$ coordinate (horizontal) to improve the results. In addition, note that the two 2D MP statistics simulations are obtained without using conditioning data. Even if the simulation of Fig. 2f is rather good, we still note that the thin inter-bedded layer (with hydrofacies code $sGcm$, see companion paper, Bayer et al., 2011) on top of the section is duplicated. This observation reflects the fact that, in general, MP statistics is suitable for reproducing repetitive patterns, but not suited to modeling single discrete features that should rather be modeled with other methods.

Finally, the application of MP statistics on the whole 3D domain remains a problem because there is still a need for a 3D training image or for an improved MP statistics methods allowing 3D volumes to be simulated from 2D training images. An appropriate procedure to overcome this problem is presented subsequently.

Therefore we propose to dichotomize the problem and to model the main layers and the small-scale heterogeneity separately. A first encouraging result of this method is shown in Fig. 2b precisely at the same location as the one shown in Fig. 2d for the TP/MC based approach.
The variograms adopted to interpolate (a) the top of region \( R_1 \); (b) \( \cos(2\pi x) \) and (c) \( \sin(2\pi x) \) for \( R_{15} \). Here \( x \) is the orientation of the objects in the plane \( xz \) (\( x = 0 \) on the \( x \) axis and positive counterclockwise).
1. exploratory and morphological analysis of the shapes contained in each heterogeneous region, in order to get the geometrical parameters suited for the application of object based simulation methods
2. simulate suitable 3D training images with an object based technique
3. interpolate in all the $R_i$ the orientation of the small-scale heterogeneities, in order to create a map to be used as input for the MP statistics simulation technique
4. simulate internal heterogeneity within each region with the MP statistic using the conditioning data provided by the outcrops and the orientation fields
5. assemble the results.

The heterogeneous regions simulated in this second step are then included in the 3D domain.

### 4.1. Subdivide the domain into large scale regions

The first step of the hierarchical framework consists of partitioning the whole domain $\Omega$ in a number of regions $R_i$ such that $\Omega = \bigcup R_i$ and $R_i \cap R_j = \emptyset$ when $i \neq j$.

The regions $R_i$ are first identified manually inside the sections $S_j$ ($R_{05, \ldots, 6}$, see Fig. 4). The genetic units defined in the companion paper (Bayer et al., 2011) are used as guidelines for the definition of the regions, which are identified following one of the two following rules. The first rule is used when the distribution of the hydrofacies presents decimeter-scale heterogeneities (see lower part of Fig. 5a). With this rule, the cells are clustered in order to form a unique region; this is the case of $R_{19}$ in Fig. 5b. The regions defined with this rule are heterogeneous.

![Image](image1)

**Fig. 7.** (a) The six sections $S_j$ of the Herten data set and (b) the layered structure obtained after the interpolation of the upper limit of the 23 regions $R_i$. (c) Example of the conditioning data provided by the outcrops.

![Image](image2)

**Fig. 8.** The slices of the three kinds of flattened ellipsoids, used for the boolean simulation of the TIs, composed by (a) one, (b) two and (c) three facies.

<table>
<thead>
<tr>
<th>Region</th>
<th>$r_e$ min (m)</th>
<th>$r_e$ max (m)</th>
<th>$r_p$ min (m)</th>
<th>$r_p$ max (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0.55</td>
<td>3.50</td>
<td>0.05</td>
<td>0.35</td>
</tr>
<tr>
<td>$R_4$</td>
<td>0.75</td>
<td>3.50</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_5$</td>
<td>0.75</td>
<td>3.50</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_6$</td>
<td>0.75</td>
<td>1.50</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>$R_7$</td>
<td>2.00</td>
<td>5.00</td>
<td>0.05</td>
<td>0.30</td>
</tr>
<tr>
<td>$R_8$</td>
<td>1.00</td>
<td>4.00</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_9$</td>
<td>1.50</td>
<td>3.50</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td>$R_{10}$</td>
<td>1.50</td>
<td>3.50</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_{11}$</td>
<td>1.50</td>
<td>3.50</td>
<td>0.05</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_{12}$</td>
<td>1.50</td>
<td>3.50</td>
<td>0.20</td>
<td>0.75</td>
</tr>
<tr>
<td>$R_{13}$</td>
<td>1.50</td>
<td>3.50</td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>$R_{19}$</td>
<td>3.00</td>
<td>7.50</td>
<td>0.10</td>
<td>0.30</td>
</tr>
</tbody>
</table>

**Fig. 9.** The 3D training image used to simulate with MP statistics the region $R_{19}$. (a) The six sections $S_j$ of the Herten data set and (b) the layered structure obtained after the interpolation of the upper limit of the 23 regions $R_i$. (c) Example of the conditioning data provided by the outcrops.
The second rule is used when homogeneous large-scale layers or architectural elements are observed. This is for example the case of the genetic unit IV (see companion paper, Bayer et al., 2011), where three homogeneous regions \( R_{21}, R_{22}, \) and \( R_{23} \) are identified (Fig. 5a and b).

A third rule was added in order to facilitate the interpolation procedure: the identified regions \( R_i \) must not overlap. This is illustrated in Fig. 5c and d, where following only the two rules presented before the regions \( R_6 \) and \( R_1 \) would have been considered as a whole; the upper limit \( z \) of this last region would not have been uniquely defined by its \( x \) and \( y \) coordinates, creating a problem for the subsequent interpolation procedure.

Adding this last rule, the relation among the upper limits \( z \) of the identified regions is the following:

\[
z_i | S_{1, \ldots, 6} \geq z_{i-1} | S_{1, \ldots, 6} \quad \text{for} \quad i = 2, \ldots, n_R - 1.
\]  

In the Eq. (1) \( n_R \) stands for the number of identified regions \( R_i \); the vertical \( z \) axis is pointing upwards and the index increases from lower \( z \) to higher \( z \).

Eleven homogeneous regions and twelve heterogeneous regions \( R_{5,5, \ldots, 5} \) are identified (in total, \( n_R = 23 \)) following the rules illustrated before. The results of this identification procedure are depicted in Fig. 4.
A systematic shift of the heights $z_{iS_j}$, especially for the lower regions $(R_i$ with $i \leq 7)$ was identified by preliminary interpolations (see Table 2). Due to the impossibility of investigating the reason for this systematic shift in depth, we decided to subtract its mean value ($0.3$ m) from all the $z_{iS_j}$ (for more details see Table 2). Another possibility would be to ignore the $z$ values provided by the second section during the interpolation process, for example for all $z_{iS_j}$ with $i \leq 7$. However, we preferred to apply the shift to all the $z_{iS_j}$ in order to keep all the data for the interpolation.

Structural analysis is performed on the corrected heights, for each region, in order to fit a variogram model and interpolate the $z_{i}$ with ordinary Kriging on $\Omega$. The variogram model adopted for $z_1$ is depicted in Fig. 6a.

To avoid overlap among the interpolated surfaces, some erosion rules are applied according to Eq. (1). The $z_i$ interpolated are corrected taking as reference the lower surface, starting from $i = 1$, with the following rule:

$$z_i = \begin{cases} 
   z_i & \text{if } z_i \geq z_{i-1} \\
   z_{i-1} & \text{if } z_i < z_{i-1}
\end{cases} \quad \text{for } i = 2, \ldots, n_R - 1. \tag{2}$$

Fig. 7b represents the layered structure obtained in this first reconstruction step.

4.2. Small scale: MP statistics

While eleven regions of the layered structure obtained by interpolation can be considered homogeneous, the other twelve regions $R_i$ with $i = 1, 4, 5, 6, 7, 8, 9, 10, 13, 15, 17, 19$ have a heterogeneous internal structure. Their structure is simulated using MP statistics with an individual training image $I_i$ for each region.

The following sections describe the procedure adopted to generate the training images required to apply MP statistics. Also, the steps required to take into account the non stationarity of
the orientations of the geological structures in MP simulations are reported. The following procedure is applied to each heterogeneous region.

4.2.1. Simulate the missing training images

At the scale of the regions $R_i$, one can recognize geological structures inside the six 2D sections $R_{S_{1}}$ to $R_{S_{6}}$ and deduce some 2D training images. However, 3D training images are required in order to apply MP statistics methods.

The missing 3D training images are generated using object-based techniques, relying on the information provided by the 2D sections. We suppose that the 3D shapes can be represented as lenses, as in the case study described by Jussel et al. (1994). The objects are generated at random locations with a shape defined by:

$$\frac{(x-x_0)^2}{r_e^2} + \frac{(y-y_0)^2}{r_p^2} + \frac{(z-z_0 - |z-z_0|\lambda)^2}{r_p^2} = 1, \quad \lambda \in [0, 1].$$

Expression (3) represents an ellipsoid flattened by a factor $\lambda$, centered in the point $(x_0, y_0, z_0)$ with equatorial radii $r_e$ and polar radius $r_p$. The parameters $r_e$ and $r_p$ are varied with uniform laws $\mathcal{U}([r_e_{\min}, r_e_{\max}])$ and $\mathcal{U}([r_p_{\min}, r_p_{\max}])$ for each simulated object; the simulation is stopped when a target proportion is reached.

The values of the parameters $r_e_{\min}$, $r_e_{\max}$, $r_p_{\min}$, $r_p_{\max}$ and $\lambda$ adopted for the boolean simulations are reported in Table 3.

These values are estimated manually by trial and error from the outcrops instead of using an automated procedure which would have been required to account for the limited size of the outcrops, for object truncation due to erosion processes and for the non stationarity in orientation of the objects. The facies proportions used as threshold to stop the object simulation procedure are extracted from the data contained in the outcrops. However, inferred 3D object properties from 2D outcrops introduces a bias: for this reason, even if for each heterogeneous region $R_i$ we try to simulate a training image with proportions close to those of the outcrops $R_{S_{1}}$ to $R_{S_{6}}$, we also accept training images simulated with proportions having the same order of magnitude of the proportions extracted from the sections. For each heterogeneous region $R_i$, the proportions extracted from the outcrops $R_{S_{1}}$ to $R_{S_{6}}$, the proportions obtained for the training image $I_i$, and the proportions obtained from two realizations of conditional MP simulations are in agreement (Fig. 10).

The boolean simulation code allows the generation of three different types of flattened ellipsoids having a composition of one, two or three facies (Fig. 8); in fact, we suppose that the shape of the small-scale geological structures which can be elicited from the outcrops can be approximated with these types of ellipsoids. Consequently, the training images for the 12 heterogeneous regions are generated with a combination of the three types, in order to mirror the compositions observed in the sections $S_j$ (see Fig. 9).

4.2.2. Objects orientation

The non stationarity inherent to the layered structure of the site at large scale can be taken into account by subdividing the domain $\Omega$ into smaller regions $R_i$. However, at the scale of the heterogeneous regions $R_i$, there is another source of non stationarity: the one related to the orientation of the heterogeneities within the region. With the MP statistics simulation algorithm IMPALA (Straubhaar et al., 2011) it is possible to account as well for this type of non stationarity: inside a simulation domain, different zones can be defined where individual simulation parameters can be applied, like a dilatation or a rotation of the training image. In order to perform MP simulation in each heterogeneous $R_i$, IMPALA requires a suitable training image and an orientation map for the objects. This section is devoted to this last map.

In the following examples, and for testing the sets of control variables of the MP simulation, we focus on region $R_{19}$; in fact this region groups a great number of features whose reproduction are a challenge in the 3D simulations, like, for example, extended continuous layers.

Fig. 11 depicts the main steps performed in order to detect the orientations of the objects. The steps are implemented in Matlab and the figure reports as an example the case of region $R_{19}$ inside
the skeleton of the small-scale architectural elements have to be interpolated.

Interpolating local directional data is a challenge (Lajaunie et al., 1997; Gumiaux et al., 2003). The main problem is that orientation data are circular when they are represented as angles. They only vary between 0° and 360°, and the value 0° is closer to 350° than the value 20°, for example. A change of variable must be used to ensure that the interpolation is made properly. In geostatistics, several approaches have been designed for the interpolation of orientation data. Lajaunie et al. (1997) and Chilès and Delfiner (1999), chapter 5.5 observe that orientation data can be represented as the gradient of a scalar field; starting from this consideration, they propose using general co-Kriging equations to interpolate the scalar field and map the orientations. Gumiaux et al. (2003) provide a review of the main methods and also propose a simple solution to the problem. Instead of directly interpolating the orientation angle α, they recommend interpolating \( \cos(2\alpha) \) and \( \sin(2\alpha) \); then the values of \( \alpha \) on the whole interpolation domain are computed with \( \frac{\tan(\sin(2\alpha)/\cos(2\alpha))}{2} \). In this work, due to the small range of variation of the orientation of the object, we apply this last approach.

Structural analysis is performed on \( \cos(2\alpha) \) and \( \sin(2\alpha) \) for each heterogeneous region \( R_i \). Here we report as examples the variogram models adopted to interpolate with ordinary Kriging \( \cos(2\alpha) \) and \( \sin(2\alpha) \) for \( R_{19} \) (Fig. 5b and d). The bright arrows of Fig. 11e represent a slice of the orientations interpolated for \( R_{19} \).

For each heterogeneous region \( R_i \), the interpolated orientations are grouped in five orientation classes, in order to define five zones in which to apply the MP statistic method with the same training image but with different orientations. The classification of the orientations is done according to the quantiles: a quantile step of 10% is computed, and while the 0%, 20%, 40%, 60%, 80%, and 100% quantiles are adopted as bounds for the five classification intervals, the 10%, 30%, 50%, 70%, and 90% quantiles are used as the orientations to characterize each zone. Table 1 contains all the values adopted for the previous classifications. Fig. 12 represents the five orientation zones used to apply MP statistics to region \( R_{19} \).

A test performed on \( R_{19} \) using ten orientation classes (quantile step of 5%) did not improve the simulation result. Therefore, the classification using five classes is considered sufficient.

4.2.4. MP statistics simulation
Selecting a suitable set of control variables of the MP statistics simulation is a crucial point. Here we test different sets with a “trial and error” procedure, following the guidelines provided by Liu (2006) and guided by our experience. A large part of the tests are performed only on region \( R_{19} \).

An important question is how to evaluate and compare the results obtained with different sets of variables. In this context the results of the simulations are evaluated for their ability to reproduce, first, the observed hydrofacies proportions, and, second, the continuity of the structures, which can be deduced from visual inspection of the sections \( S_j \).

For a detailed explanation of the variables tested and their influence on the simulated results, refer to Liu (2006) and Straubhaar et al. (2011); here after we report only a brief overview of the variables considered in the tests. The first variables inspected are the number of multi-grid levels and the size of the search neighborhood. With a big search neighborhood it is possible to capture large-scale features of the training image, but an increased neighborhood requires more RAM and more CPU time. Increasing the multi-grid level allows the reproduction of large-scale features with a smaller search neighborhood. Here we test neighborhood of size \( 3 \times 3 \times 3, 5 \times 5 \times 5 \) and \( 7 \times 7 \times 7 \) and multi-grid levels from 1 to 6.

4.2.3. Orientation interpolation
To define the 3D orientation maps required by the MP statistics simulations the punctual values of orientations computed along section \( S_j \). Because we only have access to sections along the outcrop plane \( xz \), we can only determine orientations on this plane. For each heterogeneous region \( R_{15...10} \) the orientations are computed with the following procedure:

- Distinguish the matrix and the objects. For example the hydrofacies \( G_{c_0} \) and \( s_{G_{c_0}} \) can be considered as forming unique objects inside a matrix of \( s_{G_{c_0}} \) (Fig. 11a and b).
- Apply a morphological operation in order to reduce the objects into thin shapes (Fig. 11c).
- Label each reduced object using the connectivity rule described by Haralick and Shapiro (1992) and considering eight neighbor points (Fig. 11d).
- Fit a polynomial (red lines, Fig. 11d) for each labeled object with a least squares method. Use the derivative of the polynomial to get the orientation value \( \alpha \) in each point of the object skeleton (dark arrows, Fig. 11e).

![Fig. 15. The \( \log_{10} \) of the components of the equivalent conductivity tensor \( K \) (a) \( K_{xx} \). (b) \( K_{zz} \) and (c) \( K_{zz} \) are computed on the six sections of the data set, on five 2D slices in the 3D simulation obtained with the hierarchical approach and on five 2D slices obtained with the TP/MC approach.](image)
Another control variable of interest for the MP statistics is the simulation path. Depending on the disposition of the conditioning data and on the shapes which have to be reproduced, this variable can influence the simulation result. The simulation paths tested in this case study are the following: a random path; a path performed varying the coordinates of the simulation grid in the order $x$, $y$, and $z$ ("unilateral" path); a path in which the grid nodes closer to the conditioning data are simulated first.

5. Results and discussion

Fig. 13 illustrates one realization obtained with the hierarchical simulation framework. Different realizations are obtained with the same set of control variables, while using a different seed for the random MP statistics simulations. The control variables used are 5 multi-grid levels along the directions $x$ and $y$ and 1 multi-grid level along $z$, a random simulation path and a search neighborhood of size $5 \times 5 \times 5$. Using this set of variables the realizations obtained reproduce reasonably well the complex structure of the medium given by the six vertical sections of Fig. 1. Thin layers are now continuous over most of the domain. Internal heterogeneity within a region is constrained within the region. Moreover, the variation of the hydrofacies proportion computed along the vertical axis $z$ for the simulated domain and the conditional data are in good agreement (Fig. 14).

These results are closer to the observation and much less noisy than previous simulations made using transition probability techniques (Fig. 2c and d).

Two numerical flow simulation tests are performed in order to corroborate the results of the visual comparisons and of the comparisons on the proportions.

The first tests are performed under steady-state flow conditions. The values of hydraulic conductivity provided in the companion paper (Bayer et al., 2011) for each hydrofacies are used. Two sets of linearly varying head boundary conditions are employed. The first is used to prescribe a hydraulic gradient along the horizontal direction and the second one to prescribe a hydraulic gradient along the vertical direction. The flow is computed using the Groundwater finite element code (Cornaton, 2007) and post-processed to compute the equivalent hydraulic conductivity tensor $K$ (Rubin and Gómez-Hernández, 1990; Renard et al., 2001) of the heterogeneous medium. $K$ is computed for the six sections of the data set, for five 2D slices in the 3D simulation obtained with the TP/MC approach, and for five 2D slices in the 3D simulation obtained with the hierarchical approach. These slices are parallel to the planes of the sections and located in between them, that is for $y = 1, 3, 5$ and $7$ m. $K_{xx}$ and $K_{xz}$ are the components of $K$ which provide indications about the continuity of the lithological layers observed in the sections along the direction $x$. We observe that the values of $K_{xx}$ and $K_{xz}$ computed from the hierarchical approach are closer to the reference than the values computed from the TP/MC approach (Fig. 15a and b). For the component $K_{zz}$, taking into account the limited range of variations of the estimated values, we consider that the results from the two simulation techniques are not significantly different (Fig. 15c).

The second tests are based on transport simulations performed with the Groundwater code on the same sections. The values of...

6. Conclusions

With this work, we have shown that hybrid or hierarchical models allow their users to circumvent most difficulties (non stationarity and lack of a 3D training image) encountered when dealing with multi-scale data such as the Herten site. With the advent of MP statistics, there was a temptation to think that all types of geological structures could be modeled with a single tool provided of MP statistics, there was a temptation to think that all types of geological structures could be modeled with a single tool provided of MP statistics, there was a temptation to think that all types of geological structures could be modeled with a single tool provided of MP statistics, there was a temptation to think that all types of geological structures could be modeled with a single tool provided of MP statistics, there was a temptation to think that all types of geological structures could be modeled with a single tool provided. Here the difference is that we apply the same principle at a small scale and within a single geological formation to describe different scales of internal structures within the formation.
The 3D model of the Herten site is provided as electronic supplementary material that can be used in the future in several ways. Indeed, the 3D heterogeneity of the model is certainly close to the one which can be observed in this type of fluvio-glacial aquifers and at that scale. Therefore, the model could be used to investigate physical processes that are controlled by this heterogeneity (see e.g. Maji et al., 2006). A whole range of numerical experiments could be done.

Another possibility is to use some statistical information that is derived from the sections (for example the number of regions per unit thickness, the variograms of the boundaries between the regions, the type of orientation structures, etc.) to extend the dimension of the 3D model. Indeed, it is possible to simulate successively an ensemble of random surfaces following the statistical parameters and the erosion rules inferred by the dataset to build an unconditional partition of a large domain. If borehole data are available, one could also simulate these surfaces conditional to the borehole data. The surfaces can be used to define separate regions where one could simulate orientation fields based on the orientation observed in the data set. The orientation fields can then be used to simulate pertinent geological structures with MP statistics (with the training images derived as depicted before).

The last point that we want to stress is that analog data sets almost always provide only 2D information. This fact clearly emphasizes the need to extend the MP statistics framework in order to allow simulating 3D domains from 2D training images and a set of reasonable assumptions in the future. The presented procedure demonstrates a successful first step in this direction.
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in the online version, at doi:10.1016/j.jhydrol.2011.03.037.
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