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What Is an opinion?

« Opinion is a subjective information.

« Opinion usually contains an opinion holder,
an attitude, and a target, but not obligatory.
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| like this gift.



EMOTION

Yes...
| like this gift. (maybe happy)
| don’t like to eat stinky Tofu. (disgusted)

But...

George suggested that Mary should save more money.
(just a suggestion, could be impartial, not emotional)

He loves her but doesn’t want to clean her room.
(emotion? Maybe complicated)

So we conclude:

Opinions and emotions are not certainly related, but they are both under the
research domain of sentiment analysis.



Why opinion processing IS iImportant?

e Documents discussing public affairs, common
themes, interesting products, and other topics are
reported and distributed on the Web.

— review sites, forum, discussion groups, blogs, news, ...
 \Watching specific information sources and
summarizing the newly discovered opinions are

Important

— for governments to improve their services,
— for companies to market their products, and
— for customers to purchase their objects.




Opinion Mining Is Useful

e Buyer’s best guide
e Marketing
 Public poll

o Advertisement

User Reviews (Review this title)
358 out of 848 people found the following review useful.

Transcendent and amazing experience. 16 December 2009

Auther thebrikks from Belgium

The King of the World has returned! Mr. James Cameron's youngest "Avatar” is a mind-blowing adventure and the most impressive and intricate
work of art, I've ever seen


http://www.imdb.com/rg/action-box-title/primary-photo/media/rm843615744/tt0499549

Trip Advisor

Very nice small hotel with good location and friendly
stuff
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Mar 3, 2010 | Trip type: Family | NEW

We've been only 4 days in Geneva,|the weather was not so nicel so

we spent guite 3 lot of our time In our room. The service was good, so
asEiI Efﬂf EEQ Eélﬁfﬂl Eaa amfeaﬁ'muall.E_Q_Q_d_Lo_c_aj;LQ_n, few steps from

the ot center and old toun. Free wi-fi. So[we can't say anyting bad
about East-West|land would... more
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TSMC and UMC expect revenue to rise in Q4.
Hedging through Morgan Taiwan stock index futures, foreign investors earn in
both spot and futures markets.
Nasdaq hit record high of last 16 months, benefiting the market for long-term tradings.

IDM capacity is expected to grow low. Deluged with urgent analogic and IC orders,
TSMC and UMC’s low end plants receive orders over 10%.
Foreign capital keeps investing in TSMC and UMC.
Win-win to TSMC and ASE due to professional labor division.
0.18 um communication chip orders acquired by Chartered, Q3 capacity utilization exceeds 60%.
IBM wins another foundry order of power IC from Intersil.
3C electronics orders flooded in. TSMC and ASE capacity utilization approaches 95% in Q4.
Morris Chang: Semiconductor industry booming next year, and killer apps contribute.




Opinion Tracking
Tracking Target : Persons; Tracking Period : 2000/3/1-2000/3/31

20432000 Election Day
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documents relevant to
AB.C andD B —
(Black: Positive)
(Gray: Negative ) C

Time: from /3722000 to 3 1/372000



Opinionated Applications

Sentiment word mining

ninionated sentence extraction

pinionated document extraction

pinion summarization

pinion tracking

ninionated gquestion answering
Multi-lingual/Cross-lingual opinionated issues
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Challenging Issues

 Named entity extraction
o Co-reference resolution
» Nested expressions

« Opinion extraction
* Polarity judgment
e Multi-perspective

e Topic detection
 Vague boundaries
» Abstract concept



OPINION MINING

» Word

e Sentence

e Document

* Multi-document

 Independent from sentiment
 Topic extraction

* Monolingual
* Multilingual

« Bag of units
e Structural
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Related Work

» Researches from the word level, to document level, then to
sentence level, and to multi-document level.

* Wiebe and Wilson (2003): extract subjective nouns.

« Kim and Hovy (2004): Sentiment classifier for
English words.

e Dave (2003): Classifier on product reviews.
* Wilson (2005): polarities of phrase-level units.
e Jindal and Liu (2006): comparative sentences.

« Kagl and Kitsuregawa (2007): create opinion
dictionaries.



Related Work

» Researches on different genres of articles, e.g., reviews, news and
blogs.

* Reviews and Blog articles were researched at the document level.

Hu and Liu (2004): opinion summarization of products.
Bal et al. (2005): movie reviews.

Ghose and Ipeirotis (2007): rank reviews from end users’ and
manufacturers’ aspects.

Godbole (2007): news and blog articles.

Mei et al. (2007): blog articles.

Kawai (2007): news articles.

Cesarano et al. (2007): news articles in OASYS.



Related Work

» Researches on finding opinion holders, opinions, opinion
targets

e Chol et al. (2005): opinion holder, named entity
extraction methods.

* Breck et al. (2007): opinion holder, CRF.

* Ruifeng et al. (2008): opinion target, linguistic
knowledge.



Related Work

o Useful resources
— English Corpus: MPQA.
— English Resource: SentiWordnet
— Chinese Resource: NTUSD
— Evaluation Forum: NTCIR-MOAT/TREC

e Approaches: Machine learning vs. linguistic rules

* Incorporating syntactic relations

— Pang and Lee (2002): machine learning methods may not be good in
this research questions.

— Riloff and Wiebe (2003): linguistic cues.

— Wiebe et al. (2002): MPQA.

— Andrea and Fabrizio (2006): SentiWWordnet.
— Qiu et al. (2008)



NTCIR Opinion Analysis Task

Slides selected from Yohel Seki’s
talk at PACLIC (2009, 12, 3)
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Multilingual Opinion Analysis

« Application: to summarize the opinions from
different cultures/areas/languages.

» Challenge: to clarify the effective
features/approaches for different languages



Toward Multilingual Online Opinion
Mining/Sentiment Analysis



http://upload.wikimedia.org/wikipedia/commons/a/a4/Flag_of_the_United_States.svg
http://upload.wikimedia.org/wikipedia/commons/7/72/Flag_of_the_Republic_of_China.svg
http://upload.wikimedia.org/wikipedia/commons/f/fa/Flag_of_the_People's_Republic_of_China.svg
http://upload.wikimedia.org/wikipedia/commons/9/9e/Flag_of_Japan.svg

MOAT

« Multilingual Opinion Analysis Task held at
NTCIR-6, -7, and -8 (2006-current)

e Languages
— English, Chinese, and Japanese

e Subtasks:

— Opinion detection, polarity judgment,
holder, target, and relevance judgment, etc.



Sentence Level Annotation in Newspapers

Dataset (Test Collection)
« NTCIR-6 (2006-2007)

Language Japanese English Chinese

Sum | Train| Test | Sum ||Train| Test Sum || Train | Test
# of Docs. 490 68 422 438 19 419 843 143 700
# of Sents. | 15,279 | 2,754 | 12525 | 8,356 || 786 @ 7,570 ] 11,907 | 2,660 ;| 9,247
# of Topics 30 4 26 28 1 27 32 4 28

» NTCIR-7 (2007-2008)

Sentence- and Opinion Expression- Level Annotation
Language Japanese English Traditional Chinese Simplified Chinese
Sum || Train | Test | Sum [Train. Test | Sum | Train| Test | Sum | Train | Test
# of Docs. 287 38 249 167 25 142 246 58 188 271 19 252
# of Sents. 7163 | 1,278 1 5885 | 4711 | 399  4312]| 6,74 1,509 | 4655]| 5,301 242 | 4877
# of Opinion Exps | 7,569 | 1,348 | 6,221 | 4,733 | 404  4329| 6,176 1,509 | 4657 | 7,523 570 | 6,953
# of Topics 22 4 18 17 3 14 17 3 14 16 2 14




Subtasks in MOAT

 Basic opinion frame

— <Opinion holder> holds (positive, negative, or neutral)
<(attitudinal) opinion> toward <opinion target>.

* Five subtasks are designed structurally:

Subtask Value Annotation Unit From
Opinionated Sentence |YES, NO Sentence
Relevant Sentence YES, NO NTCIR=6
Opinionated Polarities POS, NEG, NEU
Opinion Holders String, multiple Opinion Expression
Opinion Targets String, multiple NTCIR-7




Opinionated Sentence Judgment

* Three formal types of opinion are defined based on
Wiebe et al. (2005)

— Explicit mentions of opinion
» Psychologists argue that teenagers are not old ...

— Speech events expressing opinion
* Ito said the government must concentrate now ...

— EXxpressive subjective elements

 Japan must seem to be a country full of antiquated rules.
(Opinion holder: author)



Relevant Opinionated Sentence Judgment

* Relevant opinion extraction is useful (irrelevant opinion
IS harmful) for opinion information access such as
public opinion survey / reputation analysis.

— Example topic: Bali Island Terrorist Bombing

— Relevant opinion: The similarity of targets between the
nightclub and the Marriott is the reason that officials believe
Jemaah was involved in Tuesday's attack.

— Irrelevant opinion: “I'm concerned about our homeland,”
Bush told reporters on the South Lawn of the White House
before leaving for a political fund-raising trip here.




Polarity Classification

* In one sentence, several polarities
(positive/negative/neutral) are sometimes mixed.

— Bush said that whoever was responsible for the attacks was
engaged in “cold-blooded murder” and added that the
government was “doing everything we can to capture
whoever that might be.”

e Opinion expressions (sub-sentence segmented units)
are prepared for the participants in the polarity

classification subtask.



Opinion Holder Identification

e Opinion holder:
agent who expresses opinions

* Why is opinion holder identification research so
useful?

— News articles or blogs contain
many opinions from different opinion holders.

— By grouping opinion holders, we can
distinguish between opinions that
reflect different source perspectives.




Opinion Target Identification

e Opinion target:
The object/person/matter which opinion holder holds
attitudes toward.

* Why Is opinion target identification research so

useful?

— To aggregate and summarize opinions toward correct
opinion targets (e.g., opinion toward Bush/terror).

— Opinion/attitude types (criticism, evaluation, emotion) are
strongly associated with target semantic role.



Annotation tool in NTCIR

Topic ID: N01 ~ | Display
Doc ID: NYT_ENG_20050113.0226 - | Display

Download TSV Download XML Download Results(zip) Download STIN

Se I ect Edit Document(Jon [spit_cancel edt |

[0000] EUROPE ASKS, WHAT EURO CRISIS?
[0001] Europeans, many of whom worked themselves into a tizzy about the swooning dollar and the stampedi

rebounded in recent weeks.
Va u e S [0002] Public and private comments by central bankers and other officials here have been noticeabl

reversed its relentless decline against the euro —- even though economists caution that underlying tr
[0003] The European Central Bank on Thursday left its benchmark interest rate unchanged at 2 percent, and i
about growth prospects and inflation.

Sentence ID: 0002 -

Public and private comments by central bankers and oth ials here have been noticeably more relaxed since the [0004] "The environment has changed a fittle." Trichet said at a news conference in Franicfurt.
beginning of January, when the dollar reversed its r £ss decline against the euro -- [0005] He noted that the recent decline in oil prices had eased inflationary pressure and removed another hurc
[0006] "While short-term inflationary pressures persist, they have recently diminished somewhat," Trichet decl
even though economists caution that underly#fs trends have not changed. [0007] He added, "The conditions remain in place for economic growth to proceed."
[ e TR [0008] The Emo?ean Central Bank has tried to avoid being buffeted by the daily swings in the currency marlo
daily records against the dollar.
e - _ ) [0009] European exporters complain that this has depressed their sales in the United States.

Wed—?’fs "“—"'_\no = . [0010] On Thursday. Trichet reiterated that sharp currency moves were unwelcome and undesirable for grow

relevantyes © no © NOTHNIG © [0011] But his otherwise relaxed tone suggested that for now. the euro was a eable problem.
answer-yes ) no @ NOTHNIG © I amer, a s

ity POS @ NEU© NEG © NOTHING © J [ ed"
= — —
determine holder  |anaphorayes © no @ author [ \ I . a rather t
holder: central bankers and other officials(@ 1 i[‘ C/ @ ed States
o I say the ¢
< a a
[ G @58 aphorayes © 10® wknowa E 0]10 al U -
target: decline I ith robus
\ Remave j I G
@, @, . . @,

- - I made G
[ [ split sentence ] [ modify clause ] [ clear clause ] [ ency on th

[0022] For the first time in years, economists are starting to speak of Germany as a potential engine of growth
[0023] Retail sales picked up here over the Christmas holiday, and surveys of German business confidence tw

\ [0024] The recovery of the dollar has also shifted many Europeans' gaze from the United States to Asia.
| Title :Euro \ [0025] While last month European leaders were calling on the United States to tackle its trade and budget def
[0026] "There is a need for emerging Asia to go progressively in the direction of perhaps progressive and ords

. What negative prospects were discussed about the Euro when it wasW{foduced
"in January of 2002?

| Polarity :Negative - - - -
O;tf;i(:]n : perspective controversy Spl It Sentences I ntO Op I n I On s to confront the deficit o
| Ke;word : Euro introduction
| Period :2002-01

Question
vy the American treasury s

side.

expression units e e




Cross-lingual Opinion Analysis Task

« Provide English opinion question, and extract answer
opinions from Japanese, (traditional/simplified)
Chinese, and English document collections.

 Clarify language dependent and language
Independent opinion features.

* Improve language adaptation technologies from the
participants.



Corpora for Emotion Analysis



SemEval-2007 Task 14:
Affective Text

o Affective Text

— Classification of emotions and valence (l.e.
positive/negative polarity) in news headlines

— An exploration of the connection between
emotions and lexical semantics

« Applications
— Sentiment Analysis

— Computer Assisted Creativity

— Verbal Expressivity in Human Computer
Interaction



Corpus

* News headlines drawn from major newspapers
such as New York Times, CNN, and BBC
News, as well as from the Google News search
engine.

— a development data set consisting of 250 annotated
headlines
— a test data set with 1,000 annotated headlines



Data Annotation

* Provided a set of predefined six emotion labels
(1.e. Anger, Disgust, Fear, Joy, Sadness,
Surprise), classify the titles with the
appropriate emotion label and/or with a
valence indication (positive/negative)

* a Web-based annotation interface displayed
one headline at a time, together with six slide
bars for emotions and one slide bar for valence



Inter-Annotator Agreement

* The test data set was independently labeled by
SIX annotators.

EMOTIONS
Anger 49.55
Disgust  44.51
Fear 63.81
Joy 59.91
Sadness 68.19
Surprise  36.07

VALENCE
Valence 78.01

(Strapparava and Mihalcea, 2007)



|ssues

e Scale
— Only 1,250 headlines were annotated

e Annotators
— Only 6 annotators participated

 Inter-Annotator Agreement
— Range from 36.07 to 68.19



Public Available Emotion Corpora

« Are there large scale data sets without cost of
annotation available?

— Blog Corpus collaboratively contributed by
bloggers

— News corpus annotated by readers collaboratively



Blog Data Set for
Writer Emotion Analysis



Blogosphere

A growing dataset collaboratively contributed by bloggers
— Over 130 millions of blogs exists
— Over 1 millions of articles are created everyday
statistics are from the Technorati, 2008

People (bloggers) share daily experiences, opinions, or emotions
with articles (posts) using the blog platform

1. Simple publishing interface
2. Time-lined Distributions

3. Non-verbal emotional expressions



Blog Post Sample

Tom so crazy but I'm so happy

SRBARG B Koo hHBHHERD
(I had a meal with you today. Don't know why I was so nervous.)
L E B — TR R
(Maybe it's because we hadn't seen each other for a lt_mg time.)
AR F LR R K4
(Thank you for treating me and giving me a present.)
BAR-AMNRARERRE
(Although I told you not to give me aI}ything.)
EREIEERCE: P L L
(But I was very happy receiving it.)
g T B AR A0 64 B AR AR
(When I opened the gift, I was astonished.)
B R R iPod  KBET
(You gave me an iPod. It's so unbelievable.)

Tom so crazy but I'm so happy'@
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v but I'm so happy - Happy Blog - vahoo!....

Tom so crazy but I'm so happy
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Non-verbal emotional expressions

« Yahoo! Kimo Emotion Icon Set (Emoticon)

HE | XF | BE | BFR | XF | BB | #% | XF & R XF | &
) E : :0 27 ) 0:) RAE @, € L d
( 333 9 | X( | AR | ¥ | B | B®& | @ | P~ |Hok
) 2% 8% > | #AE | My | = =3 & | 2 | AR
@ D | BME | &= | B) | 280 | F | ) | #F | B s
2 ) ek | (O -S| #e | @D | 8 | ##E = | =D> | &%
ol gA B | =) | FE | @ | & | FER | £ | [o< | #E

@3 X &% (( K () .-$ L3 (™ o~ -y

S P b E8E | () | FAE 1653 :0) = L @}:- it

-
> | F2 )@ | 0 | RE | Q| O] ART | ) | 2P | =

i % S ) () /2) kB .5, @) |#EFRF| & (@) #i3




Blog Dataset Overview

< S S < S
Dataset 4 of articles # of tagged % of tagged Average lengt.h of | Average leng‘Fh of
articles articles | untagged articles tagged articles
*07-09 ("06) 3,169,679 485,499 15.32% 614 characters 374 characters
*10-12 ('06) | 4,116,066 669,224 16.26% 618 characters 383 characters
*01-03 ('07) | 4,186,287 646,312 15.44% 646 characters 407 characters
*04-06 ('07) | 5,312,966 779,637 14.67% 635 characters 416 characters
*Training 16,784.998 | 2.580.672 15.37% 630 characters 397 characters
Huly (07) 1 5 007.020 | 277.449 13.82% | 631 characters | 428 characters
+Testing
All 18,792.918 | 2.858.121 15.21% 630 characters 400 characters

IS S
M People use emoticons to replace certain
portions of their text contents to make their
articles more succinct




Category Distributions

@ ! i @ =

_ # of % of| Awvg. length of | Avg. length of

Category # of articles (posts) | tz00ed posts| tagged posts| untagged posts| tagged posts
(unassigned) 3,782,071 (20.1%) 619,504 16.38% 430 chars 271 chars
Moms and Babies 334,525 (1.8%) 117,630 35.16% 591 chars 366 chars
Financial 381,425 (2.0%) 12,856 3.37% 1,003 chars 648 chars
Club 249,036 (1.3%) 30,862 12.39% 938 chars 494 chars
Audio-Visual 1,220,827 (6.5%) 66,990 5.49% 516 chars 557 chars
Sports 219,211 (1.2%) 22,538 10.28% 667 chars 553 chars
Travel 558,475 (3.0%) 141,900 25.41% 620 chars 585 chars
Political 195,709 (1.0%) 16,200 8.28% | 1,172 chars 813 chars
Image Creation 502,406 (2.7%) 69,698 13.87% 326 chars 356 chars
Art Review 357,520 (1.9%) 30,898 8.64%| 1,072 chars 661 chars
Hobbies 1,509,630 (8.0%) 200,526 13.28% 679 chars 403 chars
Life Style 1,181,203 (6.3%) 124,292 10.52% 926 chars 548 chars
Creative Writing 7,048,902 (37.5%) | 1,207,427 17.13% 588 chars 386 chars
Consumer Electronics 244,733 (1.3%) 23,529 9.61% 1,033 chars 862 chars
Pets 231,536 (1.2%) 84,479 36.49% 441 chars 385 chars
Personal Growth 631,935 (3.4%) 78,789 12.47% 955 chars 538 chars
Science 143,774 (0.8%) 10,003 6.96% | 1,228 chars 725 chars
Total 18,792,918 (100%)| 2.858,121 15.21% 630 chars| 400 chars




Emoticon Distributions

Icon | Description | Frequency Icon | Description Frequency Icon | Description Frequency
- Happy | 457.657 (4.5%) Worried 249,420 24%)| 18 | Clopm | 23,609 (0.2%)
Sad | 237.650 (2.3%)| T | Devilish 141,293 (1.4%)| @ | Digzy | 205.684 (2.0%)
g Winking | 242.403 (2.4%)| = Crving 715,967 (7.0%) | @ | YVawning | 82.900 (0.8%)
© | Griming |703,194 (6.9%)| & | Laughing | 1,045,545 (10.2%)| & | Drooling |136.213 (1.3%)
Blinking | 259,808 (2.5%)| ) | Straight face| ~ 63.173 (0.6%)| &) | pondering |214.800 (2.1%)
Confused | 266,015 (2.6%)| @ |  (Cocky 04,818 (0.9%)| CB | Giggling |174.585 (1.7%)
8 | Lovestruck | 700.975 (6.9%)| &) | Angelic 51.509 (0.5%)| = | Applause |436.138 (4.3%)
Blushing | 280.062 (2.7%) | & Nerdy 77.711 (0.8%)| &3 | Praying | 315.330 (3.1%)
- Tongue | 397.710 (3.9%)| @ | Ignoring 43,291 (0.4%) | () | Disappointed | 96.557 (0.9%)
Kissing | 195.103 (1.9%)| (F | Siceping 65,402 (0.6%)| ) | Obnoxious | 115.329 (1.1%)
o | Surprising | 365.183 (3.6%)| & | Rolling eves 87.183 (0.9%)| #, Rose | 631,044 (6.2%)
D | Angy | 326470 (32%)] @ Sick 113,951 (1.1%)| & | pighead |103.669 (1.0%)
Smug | 120.708 (1.2%)| @ Hush 35,908 (0.4%)
L Cool | 171,481 (1L7%)| €L | Amogant 185,955 (1.8%) | Total 10,231,403 (100%)




Arousal-Valence Model
[

 Emotion Category -
To classify & (= baseline: 50% _—

Toclassify & ™ &3 &3 baseline: 25%

To classify & ™ &3 & & & ... baseline: <25%
Arousal 4
(Energetic)

»

Arousal (energetic)
A

\: ~: /l |1 ; (A \hl \\;I @I(&I;I \;\
el YL
= w O N
Valegce
. > (negative) (positive)
(negative) Valence

o G 0y D Ee 'M || |"~‘
Positive POOF O OO
( ) l\@ { ;\I i '_;'i'g"-l { '.‘__.l\l ( AN [ || IH\-%

¥/ N\ s “'MLU-J

(silent)

(silent)



Emotion Classifier Setup

Bipolarity Classification: [><:]
Arousal-Valence Space Classification: A ‘g " ¢

# of categories

Setup Option | Value Description
S |SVM
Model
C |CRF
2 |positive polarity, negative polarity

positive-energetic, positive-silent,

4 negative-energetic, negative-silent
# of features T# |# of lexical words used

1 one season, July-September, '06
# of seasons half a year, July-December, '06

4 one year, July, 06 — June, 07




Instance Extraction

» A large-scale classifier
— A sentence that contains only one emoticon are used

— Extract tagged-sentence pairs (that can be evaluated by
both SVM and CRF)

S; ; fiatia ... bsi — €
Sj : fjlfjg fj Sj — €
— Evaluate on the second sentence

s W@

CRF Training SVM Training

s @ @ 5 (1) () () ()




Bipolarity Classification

Training Volume 1 season 2 seasons 4 seasons
Exp. Setup P R F P R F P R F

SVM-C2-T100 |76.55% |44.56% | 56.33% | 76.68% | 44.64% | 56.43% | 76.54% | 44.56% | 56.33%
SVM-C2-T200 |75.59% |63.31% | 68.91%| 75.93% | 63.60% | 69.22% | 75.81% | 63.50% | 69.11%
SVM-C2-T300 |75.45% |72.63% | 74.01% | 75.94% | 73.11% | 74.50% | 75.94% | 73.11% | 74.50%
SVM-C2-T400 |75.41% |78.47% |76.91%| 75.69% | 78.76% | 77.20% | 75.74% | 78.82% | 77.25%
SVM-C2-T500 |75.71% |80.91% | 78.22% | 75.78% | 80.99% | 78.30% | 75.73% | 80.93% | 78.24%
SVM-C2-T600 |75.85% |82.21% | 78.90%| 76.19% | 82.59% | 79.26% | 75.90% | 82.27% | 78.96%
CRF-C2-T100 | 77.37% |45.04% | 56.93% | 77.09% | 44.88% | 56.73% | 77.24% | 44.97% | 56.84%
CRF-C2-T200 |76.69% |64.23% [69.91%| 76.96% | 64.46% | 70.15% | 76.99% | 64.48% | 70.18%
CRF-C2-T300 |76.88% |74.01% | 75.42%| 76.93% | 74.06% | 75.47% | 77.05% | 74.18% | 75.59%
CRF-C2-T400 |76.82% | 79.94% | 78.35%| 76.92% | 80.04% | 78.45% | 77.00% | 80.13% | 78.53%
CRF-C2-T500 |76.99% | 82.28% | 79.55%| 77.07% | 82.36% | 79.63% | 77.41% | 82.73% | 79.98%
CRF-C2-T600 |76.66% |83.10% | 79.75%| 77.05% | 83.52% | 80.16% | 77.56% | 84.07% | 80.68%

Training: 6,094,645, Testing: 680,420




Arousal-Valence Space Classification

Training Volume 1 season 2 seasons 4 seasons
Exp. Setup P R F P R F P R F

SVM-C4-T100 |42.34% |24.65% | 31.16% | 41.56% | 24.20% | 30.59% | 41.33% | 24.06% | 30.41%
SVM-C4-T200 |41.20% |34.51% | 37.56% | 41.42% | 34.69% | 37.76% | 41.63% | 34.87% | 37.95%
SVM-C4-T300 |40.37% |38.86% | 39.60% | 42.70% | 41.10% | 41.88% | 42.54% | 40.95% | 41.73%
SVM-C4-T400 |40.62% |42.27% | 41.43% | 42.48% | 44.20% | 43.32% | 43.06% | 44.80% | 43.91%
SVM-C4-T500 |40.63% |43.43% | 41.98% | 42.68% | 45.61% | 44.09% | 43.20% | 46.17% | 44.64%
SVM-C4-T600 |40.78% |44.20% | 42.42% | 42.92% | 46.53% | 44.65% | 43.19% | 46.82% | 44.93%
CRF-C4-T100 |56.82% | 33.08% |41.81% | 57.06% | 33.22% | 41.99% | 57.08% | 33.23% | 42.00%
CRF-C4-T200 |55.00% |46.07% | 50.14% | 55.09% | 46.14% | 50.22% | 55.14% | 46.18% | 50.27%
CRF-C4-T300 |54.41% | 52.38% | 53.38% | 54.48% | 52.45% | 53.45% | 54.62% | 52.58% | 53.58%
CRF-C4-T400 |53.81% | 56.00% | 54.88% | 54.26% | 56.46% | 55.34% | 54.56% | 56.77% | 55.64%
CRF-C4-T500 |54.16% | 57.88% | 55.95% | 54.25% | 57.98% | 56.06% | 54.79% | 58.56% | 56.61%
CRF-C4-T600 |54.15% | 58.70% | 56.33% | 54.44% | 59.01% | 56.63% | 54.55% | 59.13% | 56.74%

Training: 6,094,645, Testing: 680,420




News Data Set for
Reader Emotion Analysis



Yahoo! Taiwan News

http://tw.news.yahoo.com
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Corpus

Yahoo! Taiwan News articles
January 24 — August 7, 2007
Training: 25,975 articles
Test: 11,441 articles




Emotion Classification
from the Reader’s Perspective



Research Objective

» Classify news articles into emotion categories



Research Objective
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Research Objective

» Classify news articles into emotion categories
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Approach



Approach

SVM
Classification
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Accuracy
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Fraction of VVotes

Emotion Patterns

the connections between different emotions
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If most people feel heartwarming after reading a news article, then
many other people are going to feel happy.




Summary

« Higher classification accuracy

e Corpora In other languages
— Korean (Yahoo!)
— Japanese (Yahoo!)
— English (SemEval 2007 Affective Text Task)

e Emotion ranking




Ranking Reader Emotions
Using Pairwise Loss Minimization and
Emotional Distribution Regression



Research Objective

e Predict order of reader emotions

=
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e Predict order of reader emotions
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Research Objective

o \Writer-emotion analysis
=» Single emotion

* Reader-emotion analysis
=>» List of emotions



Pairwise Ranking Approach

 Predict pairwise order of emotions

— All of the pairwise ranking functions are applied to
the unseen document, which generates the relative
orders of every pair of emotions.

— Use SVM to predict pairwise order
e Combine into a ranked list



Pairwise Ranking Example

e Ranking three emotions A, B, C



Pairwise Ranking Example

e Ranking three emotions A, B, C
 Prediction:

" A




Pairwise Ranking Example

e Ranking three emotions A, B, C
 Prediction:

" A

e Ranked List: B, A, C



Regression Approach

o Use regression to predict voting percentage
— E.g., Support Vector Regression (SVR)

e Rank emotions by voting percentage
 Prediction Result:

0% 2% 4% 3/% 19% 10% 1% 27/%
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Summary

* Achieve higher ranking accuracy
— New features
— New ranking algorithm

e Corpus In other languages (e.g., Korean)
 Integration into information retrieval
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