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What is an opinion?

• Opinion is a subjective information.
• Opinion usually contains an opinion holder, 

an attitude, and a target, but not obligatory. 

1.Opinion 
Holder

2.Opinion

3.Opinion 
Target

I like this gift.



EMOTION

Yes…
I like this gift. (maybe happy)

I don’t like to eat stinky Tofu. (disgusted)
But…

George suggested that Mary should save more money. 
(just a suggestion, could be impartial, not emotional)

He loves her but doesn’t want to clean her room. 
(emotion? Maybe complicated)

So we conclude:
Opinions and emotions are not certainly related, but they are both under the 
research domain of sentiment analysis.



Why opinion processing is important?
• Documents discussing public affairs, common 

themes, interesting products, and other topics are 
reported and distributed on the Web.
– review sites, forum, discussion groups, blogs, news, …

• Watching specific information sources and 
summarizing the newly discovered opinions are 
important 
– for governments to improve their services, 
– for companies to market their products, and 
– for customers to purchase their objects.



Opinion Mining is Useful

• Buyer’s best guide
• Marketing
• Public poll
• Advertisement

http://www.imdb.com/rg/action-box-title/primary-photo/media/rm843615744/tt0499549


Trip Advisor



Product Review

attributes



Tracking Target：TSMC;  Tracking Period：2003/8/17-2003/9/30



Opinion Tracking
Tracking Target：Persons; Tracking Period：2000/3/1-2000/3/31



Opinionated Applications

• Sentiment word mining
• Opinionated sentence extraction
• Opinionated document extraction
• Opinion summarization
• Opinion tracking
• Opinionated question answering
• Multi-lingual/Cross-lingual opinionated issues



Challenging Issues
• Named entity extraction
• Co-reference resolution
• Nested expressions

Opinion 
Holder

• Opinion extraction
• Polarity judgment
• Multi-perspective

Opinion

• Topic detection
• Vague boundaries
• Abstract concept

Opinion 
Target



OPINION MINING
• Word
• Sentence
• Document
• Multi-document

Granularity

• Independent from sentiment
• Topic extractionRelevancy

• Monolingual
• MultilingualLanguage

• Bag of units
• StructuralMethodology



RELATED WORK
Pang and Lee, 2002, Thumbs up? Sentiment classification 
using machine learning techniques. EMNLP, 79-86

Advertisement, 
Marketing

Computer 
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Politics, NewsWeb, Media
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Related Work
• Researches from the word level, to document level, then to 

sentence level, and to multi-document level.

• Wiebe and Wilson (2003): extract subjective nouns.
• Kim and Hovy (2004): Sentiment classifier for 

English words.
• Dave (2003): Classifier on product reviews.
• Wilson (2005): polarities of phrase-level units.
• Jindal and Liu (2006): comparative sentences.
• Kagi and Kitsuregawa (2007): create opinion 

dictionaries.



Related Work
• Researches on different genres of articles, e.g., reviews, news and 

blogs.  
• Reviews and Blog articles were researched at the document level.

• Hu and Liu (2004): opinion summarization of products.
• Bai et al. (2005): movie reviews.
• Ghose and Ipeirotis (2007): rank reviews from end users’ and 

manufacturers’ aspects.
• Godbole (2007): news and blog articles.
• Mei et al. (2007): blog articles.
• Kawai (2007): news articles.
• Cesarano et al. (2007): news articles in OASYS.



Related Work
• Researches on finding opinion holders, opinions, opinion 

targets

• Choi et al. (2005): opinion holder, named entity 
extraction methods.

• Breck et al. (2007): opinion holder, CRF.
• Ruifeng et al. (2008): opinion target, linguistic 

knowledge.



Related Work
• Useful resources

– English Corpus: MPQA.
– English Resource: SentiWordnet
– Chinese Resource: NTUSD
– Evaluation Forum: NTCIR-MOAT/TREC

• Approaches: Machine learning vs. linguistic rules
• Incorporating syntactic relations

– Pang and Lee (2002): machine learning methods may not be good in 
this research questions.

– Riloff and Wiebe (2003): linguistic cues.
– Wiebe et al. (2002): MPQA.
– Andrea and Fabrizio (2006): SentiWordnet.
– Qiu et al. (2008)



NTCIR Opinion Analysis Task

Slides selected from Yohei Seki’s 
talk at PACLIC (2009, 12, 3)
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Multilingual Opinion Analysis

• Application: to summarize the opinions from 
different cultures/areas/languages.

• Challenge: to clarify the effective 
features/approaches for different languages



Toward Multilingual Online Opinion 
Mining/Sentiment Analysis

CO2 Reduction?Lehman shock?

http://upload.wikimedia.org/wikipedia/commons/a/a4/Flag_of_the_United_States.svg
http://upload.wikimedia.org/wikipedia/commons/7/72/Flag_of_the_Republic_of_China.svg
http://upload.wikimedia.org/wikipedia/commons/f/fa/Flag_of_the_People's_Republic_of_China.svg
http://upload.wikimedia.org/wikipedia/commons/9/9e/Flag_of_Japan.svg


MOAT

• Multilingual Opinion Analysis Task held at 
NTCIR-6, -7, and -8 (2006-current)

• Languages
– English, Chinese, and Japanese

• Subtasks:
– Opinion detection, polarity judgment, 

holder, target, and relevance judgment, etc.



Dataset (Test Collection)
• NTCIR-6 (2006-2007)

Sentence Level Annotation in Newspapers

• NTCIR-7 (2007-2008)
Sentence- and Opinion Expression- Level Annotation



Subtasks in MOAT

• Basic opinion frame
– <Opinion holder> holds (positive, negative, or neutral) 

<(attitudinal) opinion> toward <opinion target>.

• Five subtasks are designed structurally:



Opinionated Sentence Judgment

• Three formal types of opinion are defined based on 
Wiebe et al. (2005)
– Explicit mentions of opinion

• Psychologists argue that teenagers are not old …

– Speech events expressing opinion
• Ito said the government must concentrate now ...

– Expressive subjective elements
• Japan must seem to be a country full of antiquated rules. 

(Opinion holder: author)



Relevant Opinionated Sentence Judgment

• Relevant opinion extraction is useful (irrelevant opinion 
is harmful) for opinion information access such as 
public opinion survey / reputation analysis.
– Example topic: Bali Island Terrorist Bombing
– Relevant opinion: The similarity of targets between the 

nightclub and the Marriott is the reason that officials believe 
Jemaah was involved in Tuesday's attack.

– Irrelevant opinion: “I'm concerned about our homeland,” 
Bush told reporters on the South Lawn of the White House 
before leaving for a political fund-raising trip here.



Polarity Classification

• In one sentence, several polarities 
(positive/negative/neutral) are sometimes mixed.
– Bush said that whoever was responsible for the attacks was 

engaged in “cold-blooded murder” and added that the 
government was “doing everything we can to capture 
whoever that might be.”

• Opinion expressions (sub-sentence segmented units) 
are prepared for the participants in the polarity 
classification subtask.



Opinion Holder Identification

• Opinion holder: 
agent who expresses opinions

• Why is opinion holder identification research so 
useful? 
– News articles or blogs contain 

many opinions from different opinion holders.
– By grouping opinion holders, we can

distinguish between opinions that
reflect different source perspectives.



Opinion Target Identification

• Opinion target: 
The object/person/matter which opinion holder holds 
attitudes toward.

• Why is opinion target identification research so 
useful? 
– To aggregate and summarize opinions toward correct 

opinion targets (e.g., opinion toward Bush/terror).
– Opinion/attitude types (criticism, evaluation, emotion) are 

strongly associated with target semantic role.
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Annotation tool in NTCIR
Select 
values

annotate 
holders/targets
with anaphora

Split sentences into opinion 
expression units



Cross-lingual Opinion Analysis Task

• Provide English opinion question, and extract answer 
opinions from Japanese, (traditional/simplified) 
Chinese, and English document collections.

• Clarify language dependent and language 
independent opinion features.

• Improve language adaptation technologies from the 
participants.



Corpora for Emotion Analysis



SemEval-2007 Task 14: 
Affective Text

• Affective Text
– Classification of emotions and valence (i.e. 

positive/negative polarity) in news headlines
– An exploration of the connection between 

emotions and lexical semantics
• Applications

– Sentiment Analysis
– Computer Assisted Creativity
– Verbal Expressivity in Human Computer 

Interaction



Corpus

• News headlines drawn from major newspapers 
such as New York Times, CNN, and BBC 
News, as well as from the Google News search 
engine. 
– a development data set consisting of 250 annotated 

headlines
– a test data set with 1,000 annotated headlines



Data Annotation

• Provided a set of predefined six emotion labels 
(i.e. Anger, Disgust, Fear, Joy, Sadness, 
Surprise), classify the titles with the 
appropriate emotion label and/or with a 
valence indication (positive/negative)

• a Web-based annotation interface displayed 
one headline at a time, together with six slide 
bars for emotions and one slide bar for valence



Inter-Annotator Agreement

• The test data set was independently labeled by 
six annotators.

(Strapparava and Mihalcea, 2007)



Issues

• Scale
– Only 1,250 headlines were annotated

• Annotators
– Only 6 annotators participated

• Inter-Annotator Agreement
– Range from 36.07 to 68.19



Public Available Emotion Corpora

• Are there large scale data sets without cost of 
annotation available?
– Blog Corpus collaboratively contributed by 

bloggers 
– News corpus annotated by readers collaboratively



Blog Data Set for 
Writer Emotion Analysis



Blogosphere

• A growing dataset collaboratively contributed by bloggers

– Over 130 millions of blogs exists

– Over 1 millions of articles are created everyday

statistics are from the Technorati, 2008

• People (bloggers) share daily experiences, opinions, or emotions 
with articles (posts) using the blog platform

1. Simple publishing interface

2. Time-lined Distributions

3. Non-verbal emotional expressions



Blog Post Sample



Non-verbal emotional expressions

• Yahoo! Kimo Emotion Icon Set (Emoticon)



Blog Dataset Overview

People use emoticons to replace certain 
portions of their text contents to make their 
articles more succinct



Category Distributions



Emoticon Distributions



To classify ,baseline: 50%

To classify … ,baseline: <25%

Arousal-Valence Model
• Emotion Category

To classify ,baseline: 25%

Arousal
(Energetic)

Valence
(Positive)

(negative)

(silent)



Emotion Classifier Setup
Bipolarity Classification:

Arousal-Valence Space Classification: 



Instance Extraction

ti1Si

tj1 tjySj

tix

CRF Training
ei

ej

SVM Training

tj1 tjySj ejti1 tix

• A large-scale classifier
– A sentence that contains only one emoticon are used
– Extract tagged-sentence pairs (that can be evaluated by 

both SVM and CRF)

– Evaluate on the second sentence



Bipolarity Classification 

Training: 6,094,645, Testing: 680,420



Arousal-Valence Space Classification

Training: 6,094,645, Testing: 680,420



News Data Set for 
Reader Emotion Analysis



Yahoo! Taiwan News
http://tw.news.yahoo.com

http://tw.news.yahoo.com/


Yahoo! Taiwan News

1. Awesome
2. Heartwarming
3. Surprising
4. Sad
5. Useful
6. Happy
7. Boring
8. Angry

1     2    3    4     5    6     7    8



Yahoo! Taiwan News

1. Awesome
2. Heartwarming
3. Surprising
4. Sad
5. Useful
6. Happy
7. Boring
8. Angry

Emotion Distribution after Voting



Corpus

• Yahoo! Taiwan News articles
• January 24 – August 7, 2007
• Training: 25,975 articles
• Test: 11,441 articles



Emotion Classification 
from the Reader’s Perspective



Research Objective

• Classify news articles into emotion categories



Research Objective

• Classify news articles into emotion categories

Awesome
Heartwarming

Surprising
Sad

Useful
Happy

Boring
Angry



Research Objective

• Classify news articles into emotion categories

Awesome
Heartwarming

Surprising
Sad

Useful
Happy

Boring
Angry



Approach



Approach

News
Articles

Features

SVM
Classification



Approach

News
Articles

Metadata

SVM
Classification

Chinese
Character
Bigrams

Word
Emotions

Segmented
Words

Affix
Similarities



Results
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Emotion Patterns

0.0
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the connections between different emotions

if most people feel heartwarming after reading a news article, then 
many other people are going to feel happy.



Summary

• Higher classification accuracy
• Corpora in other languages

– Korean (Yahoo!)
– Japanese (Yahoo!)
– English (SemEval 2007 Affective Text Task)

• Emotion ranking



Ranking Reader Emotions 
Using Pairwise Loss Minimization and 

Emotional Distribution Regression



Research Objective

• Predict order of reader emotions



Research Objective

• Predict order of reader emotions

8         6        5        1        3        4        7         2         



Research Objective

• Writer-emotion analysis
Single emotion

• Reader-emotion analysis
List of emotions



Pairwise Ranking Approach

• Predict pairwise order of emotions
– All of the pairwise ranking functions are applied to 

the unseen document, which generates the relative 
orders of every pair of emotions.

– Use SVM to predict pairwise order
• Combine into a ranked list



Pairwise Ranking Example

• Ranking three emotions A, B, C



Pairwise Ranking Example

• Ranking three emotions A, B, C
• Prediction:

B A

A C

B C



Pairwise Ranking Example

• Ranking three emotions A, B, C
• Prediction:

• Ranked List: B, A, C

B A

A C

B C



Regression Approach

• Use regression to predict voting percentage
– E.g., Support Vector Regression (SVR)

• Rank emotions by voting percentage
• Prediction Result:

0%    2%     4%    37%   19%   10%   1%     27%    



Results
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Regression
Pairwise

ACC@k: a predicted ranked list is correct
if the list’s first k items are identical to the 
true ranked list’s first k items.



Results
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Regression better at 
predicting first emotion



Results
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Pairwise better at 
predicting entire list



Results
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Sharp decrease:
Opportunities
for improvement



Summary

• Achieve higher ranking accuracy
– New features
– New ranking algorithm

• Corpus in other languages (e.g., Korean)
• Integration into information retrieval
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