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Abstract—Cloud computing infrastructures leverage fault-tolerant and geographically distributed services in order to meet the requirements of modern applications. Each service deals with a large number of clients that compete for the resources it offers. When the load increases, the service needs to scale. In this paper, we investigate a scalability solution that consists in partitioning the service state. We formulate specific conditions under which a service is partitionable. Then, we present a general algorithm to build a dependable and consistent partitioned service. To assess the practicality of our approach, we implement and evaluate the ZooFence coordination service. ZooFence orchestrates several instances of ZooKeeper and presents the exact same API and semantics to its clients. It automatically splits the coordination service state among ZooKeeper instances while being transparent to the application. By reducing the convoy effect on operations and leveraging the workload locality, our approach allows proposing a coordination service with a greater scalability than with a single ZooKeeper instance. The evaluation of ZooFence assesses this claim for two benchmarks, a synthetic service of concurrent queues and the BookKeeper distributed logging engine.

I. INTRODUCTION

Distributed services form the basic building blocks of modern computer architectures. A large number of clients access these services, and when a client performs a command on a service, it usually expects the service to be responsive and consistent. The seminal state machine replication (SMR) approach offers both guarantees. By replicating the service on multiple servers, the commands are wait-free despite failures, and by executing them in the same order at all replicas, they are linearizable. However, it is well-known that this last strategy has a performance cost: because SMR serializes all commands, it does not leverage the intrinsic parallelism of the workload.

To overcome the above problems, several directions have been investigated. First, operations that do not change the service state can be executed at a single replica. This approach implies dropping linearizability for sequential consistency, but such a limitation is unavoidable in a partially-asynchronous system [1]. Second, SMR can leverage the commutativity of updates to improve response time. This strategy exhibits a performance improvement of at most 33% in comparison to the baseline [2]. Third, one can partition the state of the service and distribute the partitions between replicas [3]. When the workload is fully parallel, the scale-out of the partitioning approach is optimal. Hence, we consider this approach as the most promising direction.

To illustrate in practice the benefits of partitioning, let us consider Figure 1. In this figure, we compare a partitioned queue service versus a non-partitioned one. In more details, we execute a hypothetical consumer/producer workload where (i) each consumer pulls resources from some defined queue, and (ii) each producer pushes with 80% chance a resource to a random queue, and with 20% to all the queues. In the top-curves, we partition the queues, each being implemented with an instance of the Apache ZooKeeper coordination service [4]. In the non-partitioned case (bottom-curve), all queues employ the same ZooKeeper. The total computational power remains the same for the partitioned and non-partitioned implementations. For 32 clients, the partitioned approach outperforms the non-partitioned one by a factor of 1.6.

Despite its obvious interest, to the best of our knowledge, few research efforts have been devoted to a principled study of service partitioning. In this paper, we try to bridge this gap. Our first contribution is to show that the partitioning theorem of Marandi et al. [3] omits some cases. We extend it and state a more general result under which it is possible to partition a shared service. Our second contribution consists in a general algorithm to partition a service. Our third contribution is ZooFence, a system that partitions the ZooKeeper coordination service following the previously introduced algorithm. ZooFence orchestrates multiple vanilla ZooKeepers, delegating portions of its state to each of them, and forwarding the operations that act on their respective partitions. In our last contribution, we evaluate ZooFence with two benchmarks, a synthetic concurrent queues service in a geo-distributed setting and the BookKeeper logging service. This evaluation shows that ZooFence improves the performance of the coordination service.

![Graph showing partitioned versus non-partitioned queue service](image-url)
service compared to a single ZooKeeper, while offering at core the same guarantees.

The remainder of this paper is organized as follows. We formulate our results on service partitioning in Section II. Section III presents our general partitioning algorithm. We give an overview of ZooFence and the internals of its implementation in Section IV. We present a detailed evaluation of ZooFence in Section V. Section VI surveys related work. We conclude in Section VII. For readability purposes, we defer all our proofs to the appendix.

II. CONSISTENT SERVICE PARTITIONING

In what follows, we define the elements of our system model and the notion of partition. Further, we present two results that characterize if the partitioning of a service is consistent. These results form the guidelines of our approach to split a shared service into multiple parts in order to leverage the parallelism of its operations.

A. System Model

A service is specified by some serial data type. The serial data type defines the possible states of the service, the operations (or commands) to access it, as well as the response values from these commands. Formally, a serial data type is an automaton $S = (States, s_0, Cmd, Values, \tau)$ where $States$ is the set of states of $S$, $s_0 \in States$ its initial state, $Cmd$ the commands of $S$, $Values$ the response values and $\tau : States \times Cmd \rightarrow States \times Values$ defines the transition relation. A command $c$ is total if $States \times \{c\}$ is in the domain of $\tau$. Command $c$ is deterministic if the restriction of $\tau$ to $States \times \{c\}$ is a function. Hereafter, we assume that all commands are total and deterministic. We use $st$ and $val$ selectors to respectively extract the state and the response value components of a command, i.e., given a state $s$ and a command $c$, $\tau(s, c) = (\tau(s, c).st, \tau(s, c).val)$. Function $\tau^+$ is defined by repeated application of $\tau$, i.e., given a sequence of commands $\sigma = \langle c_1, \ldots, c_n \rangle$ and a state $s$:

$$\tau^+(s, \sigma) = \begin{cases} \tau(s, c_1) & \text{if } n = 1, \\ \tau^+(\tau(s, c_1).st, \langle c_2, \ldots, c_n \rangle) & \text{otherwise}. \end{cases}$$

Two commands $c$ and $d$ commute, written $c \preceq d$, if in every state $s$ we have:

$$c \preceq d \triangleq \begin{cases} \tau^+(s, \langle c, d \rangle).st = \tau^+(s, \langle d, c \rangle).st \\ \tau^+(s, \langle c, d \rangle).val = \tau^+(s, \langle d, c \rangle).val \\ \tau^+(s, \langle c, d \rangle).val = \tau^+(s, d).val \end{cases}$$

For any two commands $c$ and $d$, we write $c = d$ when in every state $s$, $\tau(s, c) = \tau(s, d)$. By extension, for some command $c$ and some sequence $\sigma = \langle c_1, \ldots, c_n \rangle$, we write $c = \sigma$ when $\tau^+(s, \langle c_1, \ldots, c_n \rangle) = \tau(s, c)$.

To illustrate the above notations, let us consider a bank account equipped with the usual withdraw and deposit operations. We define $States$ as $\mathbb{N}$, with $s_0 = 0$. A deposit operation $d(10)$ brings $s$ to $s + 10$ and returns OK. In case the bank prohibits overdrafts, a withdraw operation $w(x)$ returns NOK if $s < x$; otherwise it brings $s$ to $s - x$.

a) History: We consider a global time model and some bounded set of client processes that may fail-stop by crashing. A history is a sequence of invocations and responses of commands by the clients on one or more services. When command $c$ precedes $d$ in history $h$, we write $c <_h d$. We use timelines to illustrate histories. For instance the timeline below depicts the interleaving of commands $d(10)$ and $w(5)$, executed by respectively clients $p$ and $q$ in some history $h_1$.

Following Herlihy and Wing [5], histories have various properties according to the way invocations and responses interleave. For the sake of completeness, we recall these properties in what follows. A history $h$ is complete if every invocation has a matching response. A sequential history $h$ is a non-interleaved sequence of invocations and matching responses, possibly terminated by a non-returning invocation. When a history $h$ is not sequential, we say that it is concurrent. A history $h$ is well-formed if (i) $h|p$ is sequential for every client process $p$, (ii) for every command $c$, $c$ is invoked at most once in $h$, and (iii) for every response $res_h(c)$ there exists an invocation $inv_h(c)$ that precedes it in $h$. A well-formed history $h$ is legal if for every service $S$, $h|S$ is both complete and sequential, and denoting $\langle c_1, \ldots, c_{n_1} \rangle$ the sequence of commands appearing in $h|S$, if for some command $c_k$ a response value appears in $h|S$, it equals $\tau^+(s^0, \langle c_1, \ldots, c_k \rangle).val$.

b) Linearizability: Two histories $h$ and $h'$ are said equivalent if they contain the same set of events. Given a service $S$ and a history $h$ of $S$, $h$ is linearizable [5] if it can be extended (by appending zero or more responses) to some complete history $h'$ equivalent to a legal and sequential history $l$ of $S$ with $<_{h'} <_{l}$. In such a case, history $l$ is named a linearization of $h$. For instance, the history $h_1$ above is linearizable since it is equivalent to a sequential one in which $d(10)$ occurs before $w(5)$. The histories of a service $S$ are all the linearizable histories that are constructible with the commands of $S$. A service $S$ implements a service $T$ when for every linearizable history $h$ of $S$, there exists a linearizable history $h'$ of $T$ such that $h'$ is a high-level view of $h$ [6].

c) Partition: Given a finite family of services $(S_k)_{1 \leq k \leq n}$, the synchronized product of $(S_k)_k$ is the service defined by $(\prod_k States_k, (s_1^0, \ldots, s_n^0), \bigcup_k Cmd_k, \bigcup_k Values_k, \tau)$ where for every state $s = (s_1, \ldots, s_n)$ and every command $c$ in some $Cmd_k$, the transition function $\tau$ is given by $\tau(s, c) = (\langle s_1, \ldots, \tau_k(s_k, c).st, \ldots, s_n \rangle, \tau_k(s_k, c).val)$. Given a service $S$, the family $(S_k)_{1 \leq k \leq n}$ is a partition of $S$ when its synchronized product satisfies (i) $States \subset \prod_k States_k$, (ii) $s^0 = (s_1^0, \ldots, s_n^0)$, and (iii) for every command $c$, there

1For some service or client $x$, $h|x$ is the projection of history $h$ over $x$.

2A high-level view is generally constructed via a refinement mapping from the states of $S$ to the states of $T$ [7].
exists a unique sequence $\sigma$ in $\bigcup_k \text{Cmd}_k$, named the sub-
commands of $c$, satisfying $\sigma = c$. The partition $(S_k)_k$ is said
consistent when it implements $S$.

To illustrate the notion of partition, let us go back to our
banking example. A simplistic bank service allows its clients
to withdraw and deposit money on an account, and to transfer
money between two accounts. We can partition this service
into a set of branches, each holding one or more accounts. A transfer of an amount $x$ between accounts $i$ and $j$ is modeled
as the sequence of sub-commands $(w_i(x), d_j(x))$, where $w_i(x)$
and $d_j(x)$ are respectively a withdrawal and a deposit of the
amount $x$ on the appropriate branch. However, precautions must be
taken when concurrent commands occur on the partitioned
service. For instance, the following history should be forbidden
by the concurrency control mechanism to avoid money creation
(concurrent withdrawals cannot both succeed as the balance is
not sufficient).

$$
\begin{array}{c}
p \\
\downarrow \\
q \\
\end{array} \\
\begin{array}{c}
d_1(10) \text{ ok} \\
\uparrow \\
w_1(10) \text{ ok} \\
\downarrow \\
d_2(10) \text{ ok} \\
\end{array}
$$

(h_2)

In the section that follows, we characterize precisely when
the partition of a service is correct.

B. Partitioning Theorems

When there is no invariant across the partition and every
command is a valid sub-command for one of its parts, the
partition is strict. We first establish that a strict partition is
always consistent.

**Theorem 1.** Consider a service $S$ and a partition $(S_k)_k$ of
$S$. If both $\prod_k \text{States}_k = \text{States}$ and $\text{Cmd} = \bigcup_k \text{Cmd}_k$ hold
then $(S_k)_k$ is a consistent partition of $S$.

The above theorem is named the locality property of
linearizability [5]. It states that the product of linearizable
implementations of a set of services is linearizable. From the
perspective of service partitioning, this suggests to implement
each part as a replicated state machine. Such an idea forms
the basic building block of our protocols.

When commands contain several sub-commands, Theorem 1
does not hold anymore. Nevertheless, it is possible to state
a similar result when constraining the order in which sub-
commands interleave. This is the observation made by Marandi
et al. [3], despite a small omission in the original paper. Below,
we show where the error occurs and propose a corrected and
extended formulation. To state our results, we first need to
introduce the notion of conflict graph.

**Definition 1.** (Conflict Graph) Consider a history $h$ of a
partition $(S_k)_k$ of some service $S$. The conflict graph of $S$
induced by $h$ is the graph $G_h = (V, E)$ such that $V$ contains
the set of commands executed in $h$, and $E$ is the set of pairs
of commands $(c, d)$ with $c \neq d$, for which there exist two
sub-commands $c_i$ and $d_j$ executed on some $S_k$ such that
$c_i <_{h|S_k} d_j$.

In [3], the authors claim that the partition $(S_k)_k$ is consistent,
provided that $h$ is linearizable for each part $S_k$ and $G_h$
is acyclic. Unfortunately, this characterization is incorrect
because $G_h$ does not take into account the causality with
which commands are executed in $h$. We argue this point with a
counter-example. Let us consider again that our banking service
is partitioned in a set of branches. Clients $p$ and $q$ execute the three commands $(w_1(10), d_2(10)), w_1(5)$ and $w_2(5)$ as in
history $h_3$ where account 1 is initially provisioned with the
amount 10.

$$
\begin{array}{c}
p \\
\downarrow \\
q \\
\end{array} \\
\begin{array}{c}
wd_1(10) \text{ ok} \\
\uparrow \\
w_1(5) \text{ nok} \\
\downarrow \\
w_2(5) \text{ nok} \\
\uparrow \\
d_2(10) \text{ ok} \\
\end{array}
$$

(h_3)

Since both withdrawals of client $q$ fail, history $h_3$ is not
linearizable. However, $G_{h_3}$ remains acyclic since it does not
capture that process $q$ creates the order $w_1(5) <_{h_3} w_2(5)$.

In what follows, we prove an extended and corrected
formulation of the partitioning result of Marandi et al. [3].
Our characterization is based on the notion of semantic graph
that we define next.

**Definition 2.** (Semantic Graph) Consider a history $h$ of a
partition $(S_k)_k$ of some service $S$. The semantic graph of $S$
induced by $h$ is the graph $G_h = (V, E)$ such that $V$ contains
the set of commands that appear in $h$ and $E$ is the set of
pairs $(c, d)$, with $c \neq d$, for which either (i) there exist two
non-commuting sub-commands $c_i$ and $d_j$ in some part $S_k$ such
that $c_i <_{h|S_k} d_j$, or (ii) $c <_{h} d$, where we note $c <_{h} d$ when
all the sub-commands of $c$ precede all the sub-commands of $d$
in history $h$.

In contrast to the notion of conflict graph, a semantic
graph takes into account the commutativity of sub-commands.
To understand why, assume that the banking service allows
unlimited overdraft. In such a case, any interleaving of the
sub-commands would produce a linearizable history. The
partitioning theorem that follows generalizes this observation.
It states that the acyclicity of non-commuting sub-commands
in the semantic graph is a sufficient condition to attain consistency.
A proof appears in Appendix A.

**Theorem 2.** A partition $(S_k)_k$ of a service $S$ is consistent if
for every history $h$ of $(S_k)_k$, there exists some linearization $l$
of $h$ such that the semantic graph of $S$ induced by $l$ is acyclic.

III. PROTOCOLS

Building upon our previous theorems, this section describes
several constructions to partition a shared service. Our presenta-
tion follows a refinement process. We start with an initial
construction requiring that strictly disjoint services form the
partition, then we introduce a more general technique that can
accommodate with any type of partitioning. Our last
construction improves parallelism at the cost of constraining
how the partition is structured. To ease the presentation of
our algorithms, we shall be assuming hereafter that sub-
commands are idempotent and that no two sub-commands
in the same command access the same part. Nevertheless, all of our algorithms can be easily adapted to handle the cases where such properties do not hold.

A. Initial Construction

We depict in Algorithm 1 a first construction when the partition \((S_k)_k\) of service \(S\) is strict. This algorithm uses the same command access the same part. Nevertheless, all of our algorithms can be easily adapted to handle the cases where such properties do not hold.

The leader election service \(\Omega\) allows a process to register (line 8) and to unregister (line 10). This service satisfies that eventually(i) only registered processes are elected, and (ii) at least one correct process considers itself as the leader. We note here that property (ii) was previously mentioned in [9], and that \(\Omega\) is a form of restricted leader election [10]. This makes \(\Omega\) strictly weaker than the leader oracle used in consensus [11].

C. Ensuring Disjoint Access Parallelism

Both the protocol of Marandi et al. [3] and Algorithm 2 order submitted commands through some global shared object: an instance of the Ring Paxos protocol in the case of [3], and a shared queue for Algorithm 2. As a consequence, the synchronization cost of executing a command is related to the number of concurrent commands. This defeats the primary goal of partitioning which is to scale-up the service by leveraging parallelism for commands that access different parts of the service. Such a property is named disjoint-access parallelism (DAP) in the literature on shared memory computing [12]. In what follows, we depict a refinement of our previous algorithm that ensures the following DAP property:

Definition 3 (Disjoint-Access Parallelism). Consider an algorithm \(A\) implementing a partition \((S_k)_k\) of some service \(S\). We say that \(A\) is disjoint-access parallel when in each of its histories \(h\) there exists a linearization \(l\) of \(h\), such that if \(p\) and \(q\) concurrently executing commands \(c\) and \(d\) contend on some shared object in \(A\), there exists a non-directed path linking \(c\) to \(d\) in the conflict graph of \(l\).

Algorithm 3 depicts our construction of a DAP consistent partitioning. For each part \(S_k\), we assign respectively a queue \(Q[k]\) and a leader election \(\Omega[k]\). When a client \(p\) invokes a command \(c = \langle c_1, \ldots, c_m \rangle\), it iteratively executes each sub-command \(c_i\) on the appropriate replicated state machine. To that end, client \(p\) adds \(c_i\) to the queue \(Q[k]\) and then joins leader election \(\Omega[k]\) to execute all the sub-commands in \(Q[k]\). The helping mechanism in Algorithm 3 is similar to the one we employed in Algorithm 2: when \(p\) is the leader and a sub-
command $d_i$ occurs before $c_i$ in the queue $Q[k]$, $p$ must first execute $d_i$ as well as the sub-commands following it, before it can execute $c_i$ (lines 18 to 23). This pattern ensures the correctness of our construction in the case where the property holds:

(P1) There exists an ordering $\preceq$ of $(S_k)_k$ such that for any two sub-commands $c_i$ and $c_j$ accessing respectively parts $S_k$ and $S_{k'}$, if $c_i$ precedes $c_j$ in $c$ then $S_k \preceq S_{k'}$ holds. Unfortunately, property P1 does not hold for every partition $(S_k)_k$ of a service $S$. For instance in our previous banking example, P1 only holds if money transfers between accounts in different branches occur in some canonical order: e.g., $\langle w_i(x), d_i(x) \rangle$ is allowed if and only if $i < j$ holds.

Our key observation is that we can nevertheless enforce the acyclicity of the semantic graph by implementing the partition in a hierarchical manner. We achieve this via two modifications to Algorithm 3. First, we replace P1 by the fact that:

(P2) Function $\mathcal{M}$ returns a set of replicated state machines for each $S_k$ such that for any two sub-commands $c_i$ and $c_j$ accessing respectively parts $S_k$ and $S_{k'}$, if $c_i$ precedes $c_j$ in $c$ then either $\mathcal{M}(S_k) \subseteq \mathcal{M}(S_{k'})$ or the converse holds.

Second, upon executing a sub-command $c_i$ (at line 20 in Algorithm 3), we apply $c_i$ in some canonical order to all the replicated state machines in $\mathcal{M}(S_k)$ before returning the value $r''$. These two modifications ensure that the premises of Theorem 2 hold for any partition of some shared service $S$. We sketch a proof of correctness for Algorithm 3 in Appendix B.

Going back to the design of a partitioned banking service, applying P2 requires the addition of a special account $t$ replicated at all branches, such that when a money transfer occurs between two accounts in different branches, money goes through account $t$, i.e., $\langle w_t(x), d_t(x), w_t(x), d_t(x) \rangle$.

Algorithm 3 with property P2 is the general method we employ to partition a service. We implemented it in ZooFence where we partition the shared tree interface exposed by the Apache Zookeeper coordination service. By partitioning the tree, ZooFence reduces contention and leverages the locality of operations. Both effects contribute to improve latency of operations and increase overall throughput. We describe ZooFence in detail in the next section.

IV. THE ZOOFENCE SERVICE

In this section, we present an application of our principled partitioning approach to the popular Apache ZooKeeper [4] coordination service. The resulting system, named ZooFence, orchestrates several independent instances of ZooKeeper. The use of ZooFence is transparent to applications: it offers the exact same semantics and API as a single instance of ZooKeeper. However, the design of ZooFence allows avoiding synchronization between parts when it is not necessary. This reduces the impact of convoy effects that synchronization causes [13].

The partitioning of the ZooKeeper service follows the approach introduced in Algorithm 3. ZooFence splits the tree structure between multiple ZooKeeper instances. Commands that access distinct parts of the tree run in parallel on distinct instances, while guaranteeing both strong consistency and wait-freedom. Commands that access a single part of the tree run on a single instance. This section presents the main components of ZooFence, discusses our design choices with regard to Algorithm 3, then details some specific aspects of its implementation. We give a high-level specification of ZooFence in Appendix C.

A. Overview

Figure 2 depicts the general architecture of ZooFence. The system has four components: (i) A set of independent ZooKeeper instances that ZooFence orchestrates; (ii) A client-side library; (iii) A set of queues storing commands that need to be executed on multiple instances; and (iv) A set of executors that fetch commands from the queues, delegate them to the appropriate instances, and return the result to the calling clients.

B. Client-Side Library

ZooFence clients execute commands through a client-side library that implements the ZooKeeper API. This interface
This function plays the role of function execute. Then, it forwards the queue in order to retrieve the next command according to the flattening function. The executor scans associated with a FIFO queue. When a client executes a non-common path. For instance, in the above example, there is one executor for each set of ZooKeeper instances replicating a chain. As explained previously, each executor is associated with a FIFO queue. When a client executes a non-trivial command, it adds that command to the corresponding queue according to the flattening function. The executor scans the queue in order to retrieve the next command \( c \) it has to execute. Then, it forwards \( c \) to all the associated ZooKeeper instances, merges their results, and sends the final result back to the client before deleting \( c \) from the queue.

\[ C. \text{ Executor} \]

The core notion of ZooFence is the executor. Each executor implements the logic of the sub-commands execution mechanism we depicted at lines 18 to 23 in Algorithm 3. There is one executor for each set of ZooKeeper instances replicating a common path. For instance, in the above example, there is one executor for /a, replicated at \( \{i_1, i_2, i_3\} \) and one for /a/b, replicated at \( \{i_1, i_2\} \). As explained previously, each executor is associated with a FIFO queue. When a client executes a non-trivial command, it adds that command to the corresponding queue according to the flattening function. The executor scans the queue in order to retrieve the next command \( c \) it has to execute. Then, it forwards \( c \) to all the associated ZooKeeper instances, merges their results, and sends the final result back to the client before deleting \( c \) from the queue.

\[ d) \text{ Queue synchronization:} \] Using multiple executors improves the performance of ZooFence, but requires additional synchronization. To illustrate this point, let us consider again that /a is replicated at \( \{i_1, i_2, i_3\} \) and /a/b at \( \{i_1, i_2\} \). The set of instances associated with znode /a/b has a smaller cardinality than the set of instances associated with its parent, /a; we call /a/b a fringe znode. Assume that a client attempts to delete /a, while another client concurrently attempts to delete /a/b. Due to the tree invariant, the deletion of /a succeeds only if it does not have any children. In the scenario above, if the deletion of znode /a/b finishes on \( i_1 \), but not on \( i_2 \), before the deletion of znode /a is executed, then /a would be deleted from \( i_1 \), but not from \( i_2 \), leaving replicas in an inconsistent state. We solve the problems related to fringe znodes by synchronizing queues following the approach depicted at lines 21 to 22 in Algorithm 3: Upon creation of such a znode, the executor adds the command to the parent queue. Upon deletion, the executor first executes the command then, in case of success, it adds the command to the parent queue. When adding a command to the parent queue, the executor waits for a result before returning.

\[ e) \text{ Failure Recovery Mechanism:} \] The executor is a dependable component of ZooFence. To ensure this guarantee, we replicate each executor and employ the same leader election mechanism as in Algorithm 3. When the previously elected executor is unresponsive or has crashed, ZooFence nominates a new one and resumes the execution of commands. ZooFence prevents inconsistencies that might result, as follows: (i) We ensure idempotency at the client side; and (ii) We use the command semantics to resume incomplete commands on the associated ZooKeeper instances.

\[ f) \text{ Queue monitoring:} \] Executors retrieve commands from their respective queues and keep them in a local cache. Instead of actively polling the queue for new commands, executors use the ZooKeeper event notification mechanism, watches, which are triggered when the queues are modified. Executors check their local caches every time the watch set on their queue is triggered; if the cache is empty, the executor performs a getChildren command to repopulate its cache.

\[ g) \text{ Asynchronous commands:} \] Each executor retrieves commands from its local cache and forwards them to its set of ZooKeeper instances. We use asynchronous commands between an executor and its ZooKeeper instances, regardless of the type of command issued by the ZooFence client. The only difference between synchronous and asynchronous client commands is local, in the ZooFence client library; for synchronous commands, the library blocks and waits for the reply to arrive. Since ZooKeeper guarantees FIFO order even for asynchronous commands, this optimization which is transparent to the clients, increases the throughput of the executor without changing the semantics of synchronous commands.

\[ h) \text{ Colocation:} \] An executor is a stand-alone process of ZooFence that runs on a different machine than the clients. To reduce network latency for queue accesses, an executor usually
executes at the same site as the ZooKeeper instance that hosts its corresponding queue.

D. Implementation Details

Our prototype implementation of ZooFence is written in Java and contains around 2,500 SLOC. It is built upon the out-of-the-box ZooKeeper 3.4.5 distribution. Clients transparently instantiate a ZooFence deployment when the connection string contains multiple ZooKeeper instances separated by a “|” character, e.g., “127.0.0.1:2181 | 127.0.0.1:2182”. As discussed in Section IV-B, ZooFence clients forward non-trivial commands to executors via queues. Client commands are serialized and stored in persistent sequential znodes; we use the sequential attribute offered by ZooKeeper to assign a sequence number to each command in the queue. Queues are stored in dedicated administrative ZooKeepers. Executors are identified by ephemeral znodes, also stored in administrative ZooKeepers. The choice of the administrative ZooKeepers among the existing instances is currently not automated and left as a future work. Clients open TCP connections to executors before putting commands in queues. When commands complete, executors send the results over the respective connections.

V. Evaluation

We evaluate our ZooFence prototype in two scenarios: a synthetic concurrent queue service deployed at multiple geographically-distributed sites, and the BookKeeper distributed logging service [14]. We compare ZooFence against vanilla ZooKeeper deployments in terms of throughput, latency and scalability.

A. Concurrent Queues Service

In this experiment, we show that ZooFence can leverage access patterns locality to improve both throughput and responsiveness of distributed applications. To that end, we emulate a geographically-distributed deployment. Each site consists of dual-core machines with 2 GB RAM, and hosts one ZooKeeper instance and several clients. Inside a site, machines communicate using a (native) gigabit network. Between sites, we set up the round-trip delay to approximately 50 ms. Our experiment uses a single executor, collocated with the administrative ZooKeeper on an eight-core machine at a different site than all clients.

In this environment, we deploy a service consisting of five concurrent queues. Four of the queues exhibit strong locality, and are used exclusively by clients from the same site (i.e., queue1 is used only by clients from site1, queue2 from site2, etc.). We refer to these queues as site queues. The fifth queue is used by clients from all sites. We refer to it as the geo-distributed queue. We vary the number of clients within each site from one to eight. Each client runs two producer processes. Producers mostly create znodes in their site queue, but occasionally write to the geo-distributed queue as well. We note that this is a write-heavy workload, which represents a worst-case scenario for both ZooFence and ZooKeeper.

Our experiments compare in terms of performance three different deployments: (1) ZooFence with a flattening function that assigns site queues to local ZooKeeper instances, and the geo-distributed queue to all instances. (2) A vanilla ZooKeeper, which involves all the available ZooKeeper instances: a leader and three followers, with synchronization bound set to 175 ms. All queues are stored by this ZooKeeper instance. This is the baseline for our experiments – how ZooKeeper would be used in the present. (3) A manually-partitioned ZooKeeper. Each machine runs two ZooKeeper instances: one instance stores the site queue, and the other one stores the geo-distributed queue; the latter is a ZooKeeper instance covering all sites. This deployment is the optimum an experienced ZooKeeper administrator can achieve: writes accessing the geo-distributed queue are broadcast to all sites, otherwise they are served locally.

Figure 3 presents the latency and the throughput of the
system for each of the three deployments when we vary the number of clients and the percentage of operations on the geo-distributed queue.

As shown by figures 3(a) and 3(d), with a locality of 85%, ZooFence is close to the manually-partitioned ZooKeeper. This happens because in both deployments most operations occur inside a site, avoiding the cross-site communication in most cases. The vanilla ZooKeeper deployment exhibits lower throughput and higher latency because all queues are replicated across all sites. Since the leader ZooKeeper propagates updates to its followers, the inter-site communication penalty cannot be avoided.

When locality is maximum, ZooFence is identical to the manually-partitioned ZooKeeper (figures 3(b) and 3(e)). The vanilla ZooKeeper deployment performs significantly worse because it fully replicates all znodes.

Finally, when all operations are performed on the geo-distributed queue (figures 3(c) and 3(f)), the performance of ZooFence becomes worse than that of the other two deployments, both in terms of throughput and latency. This is due to the overhead incurred by our execution mechanism for operations on replicated znodes: the executor fetches commands from the execution queue, delegates them to the responsible ZooKeeper instances based on the flattening function and forwards the result to the client.

The executor itself can become saturated and degrade performance, in terms of both throughput and latency. In this experiment, we used a single executor, deployed on the same VM as the one hosting the administrative ZooKeeper. The executor becomes saturated at around 60 operations per second, as shown in Figure 3(c) and Figure 3(a) (only 15% of operations go through the executor, and 15% * 400 = 60). This is mainly due to our design choice of making ZooFence modular, on top of ZooKeeper. This choice implies that our system does not benefit from optimizations such as batching, which require tighter integration. Since the executor is in a separate site, it pays the latency penalty two times for global operations by communicating with the ZooKeeper instances and the clients, which limits performance.

We have performed a similar experiment for read workloads, where conclusions are similar. ZooFence allows local reads to exhibit low latency, and not interfere with the performance of remote partitions.

Overall, our experiments show that ZooFence performs close to an optimal deployment when access patterns exhibit strong locality. ZooFence can enable even inexperienced administrators to obtain good performance without the burden of partitioning the state manually.

**B. BookKeeper**

This section presents experimental results that assess the performance gains of ZooFence over ZooKeeper. To that end, we compare the two systems in a cluster deployment when supporting the BookKeeper logging service [14]. Below, we first give a brief description of BookKeeper, then detail our experimental protocol and comment on our results.

BookKeeper is a distributed system that reliably stores streams of records. Each stream is stored in a write ahead log, or ledger, that contains multiple entries. A ledger is replicated at one or more dedicated storage servers, named bookies. BookKeeper uses the ZooKeeper tree structure to store the metadata of the ledgers, as well as the set of available bookies. The tree also ensures that a single client writes to a ledger at a time. BookKeeper supports close-to-open semantics: when writing to a ledger, a client appends new entries at a quorum of its replicas. Changes to an open ledger are visible to a concurrent client only when the ledger is closed.

Our experiments consist in evaluating the maximal throughput of BookKeeper when clients concurrently open ledgers and start appending entries to them. In all our experiments, we employ 18 bookies with a replication factor of 3. Such a setting ensures that the system can sustain the failure of one bookie without interruption. We vary both the length of an entry and the frequency at which clients create a new ledger. This last parameter is controlled by the number of entries each client writes to a ledger before closing it.

Figures 4(a) and 4(b) present a detailed performance comparison of BookKeeper when using ZooKeeper and ZooFence. We vary the length of an entry from 128 to 2048 bits, and the number of written entries from 100 to 1000. In both figures, Zk stands for ZooKeeper, while Zf means ZooFence; the throughput is measured as the total amount of operations per second. When clients write 1000 entries (or more, not shown on the plots), the two systems achieve close performance. In such a case, the throughput is limited by either the bookies or the network. During our experiments, the MTU is set to 1500 bytes. This explains the performance gap between large and small entries. On the other hand, when clients open concurrently more
ledgers, fast operations on the metadata storage matter. In such a case, because ZooFence provides parallel accesses to the shared tree, it outperforms ZooKeeper. The difference increases as clients access new ledgers more frequently. In our experiments, ZooFence improves the throughput of BookKeeper by up to 45%.

VI. RELATED WORK

Coordination services find their roots in pioneering works on locks and synchronization primitives [15]. The need for coordination spreads over multiple areas, from distributed databases [16], file stores [17], multicore systems [18] and Cloud computing [19].

Several paradigms exist for coordinating distributed processes in the Cloud. Microsoft Azure [20] exports a common lock interface. Clients of Google Chubby [21] make use of a lease mechanism to gain exclusive access to a shared resource. The API of Apache ZooKeeper [4] consists in a concurrent tree data structure, close to UNIX filesystems. All these three systems back-up committed operations in a replay log. The Corfu system [22] implements an atomic log on top of dedicated hardware. With Tango [23], developers have access to any type of strongly consistent in-memory object, e.g., queue, map. Each Tango object is backed by the Corfu log.

Coordination is closely related to dependability. Indeed, redundancy is the usual mean to mask failures, but replicas of a service need to coordinate in order to implement a consistent service execution. State machine replication (SMR) is the seminal approach [24] to build dependable distributed services. It allows a set of replicas to agree on the order in which they execute service operations. SMR relies on a consensus algorithm, e.g., Paxos [25], and this approach is at heart of the Cloud systems we reviewed above. Several recent works (e.g., [26, 27]) observe that there is no need to order commuting service operations. This observation was used recently to build a distributed database system [28].

The seminal CAP result [29] states that a system cannot be at the same time responsive, consistent and robust to network outages. In the same vein as the SMR approach, ZooFence favors consistency over availability. This means that availability can be forfeited in the presence of network faults. For instance, if one of the ZooKeeper instances implementing ZooFence cannot progress, commands accessing the data it replicates are frozen until the instance come-back.

The virtual synchrony paradigm [30] is close, but slightly different from SMR. Under this paradigm, distributed processes execute a sequence of views, agreeing in each view upon the participants and the set of received messages (but not on their order). Virtual synchrony is used to build the ISIS middleware and its successors [31].

Some approaches [32, 33] leverage application semantics to compute dependencies among commands in order to parallelize SMR. Commands are assigned to groups such that commands within a group are unlikely to interfere with each other. Eve [33] allows replicas to execute commands from different groups in parallel, verifies if replicas can reach agreement on state and output, and rolls back replicas if necessary. Parallel State-Machine Replication (P-SMR) [32] proposes to parallelize both the execution and the delivery of commands by using several multicast groups that partially order commands across replicas. These two techniques aim at speeding-up the execution of commands at each replica by enabling parallel execution of commands on multi-core systems. Our approach is orthogonal to this body of work. It improves performance by enabling different replicated state machines to execute commands in parallel without agreement.

Marandi et al. [3] employ Multi-Ring Paxos to implement consistent accesses to disjoint parts of a shared data structure. However, by construction, if an invariant is maintained between two or more partitions, the approach requires that a process receives all the messages addressed to the groups, defeating the purpose of DAP. Oster et al. [34] and Preguiça et al. [35] construct a shared tree in a purely asynchronous system under strong eventual consistency. In both cases however, the tree structure is replicated at all replicas.

Concurrently to our work, Bezerra et al. [36] have described recently an approach to partition a shared service. To execute a command, the client multicasts it to the partitions in charge of the state variables read or updated by that command. Each partition executes its part of the command, waiting (if necessary) for the results of other partitions. In comparison to our approach, this solution(i) does not take into account the application semantics implying in some cases an unnecessary convoy effect, and (ii) it requires to approximate in advance the range of partitions touched by the command. In the ZooKeeper use case (Volery), P-SMR stores the tree at all replicas and commands modifying the structure of the tree (create and delete) are sent to all replicas. In contrast, ZooFence exploits application semantics to split the tree into overlapping sub-trees, one stored at each partition.

The transactional paradigm is a natural candidate to partition a concurrent tree (e.g., [37]). In ZooFence, there is no need for transactional semantics because the implementation of the tree is hierarchical. A transactional history is serializable when its serialization graph is acyclic [16]. Theorem 2 can be viewed as the characterization of strictly serializable histories over abstract operations.

Ellen et al. [38] prove that no universal construction can be both DAP and wait-free in the case where the implemented shared object can grow arbitrarily. We pragmatically sidestep this impossibility result in our algorithms by bounding the size of the partition.

VII. CONCLUSION

This paper presents ZooFence, a system that automatically partitions ZooKeeper. ZooFence reduces contention and increases the overall throughput of applications using ZooKeeper, especially in geo-distributed scenarios. This system is based on a principled approach to partition a distributed service that we present in detail. We assess the practicability of a prototype implementation of ZooFence on two benchmarks: a concurrent queue service and the BookKeeper distributed logging engine.
Our experiments show that when locality is optimum, ZooFence improves ZooKeeper performance by almost one order of magnitude.
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Appendix

A. Proof of Theorems 1 and 2

Theorem. Consider a service S and a partition \((S_k)_k\) of S. If both \(\prod_k \text{States}_k = \text{States}\), and \(\text{Cmd} = \bigcup_k \text{Cmd}_k\) hold then \((S_k)_k\) is a consistent partition of S.

Proof: Let \(h\) be a linearizable history of \((S_k)_k\). For each part \(S_k\), history \(h|S_k\) is linearizable. Thus, there exists per \(S_k\) a history \(h'_k\) completing \(h|S_k\) and a sequential history \(h_k\) equivalent to \(h'_k\) such that \(h_k\) is legal for \(S_k\) and \(<h_k', \leq <h_k\) holds.

Name \(\prec\) the transitive closure of the union of \((\bigcup_k \prec_l h)\) and \(<h_k\). For the sake of contradiction, assume that \(\prec\) is not a partial order over the commands in \(h\). It follows that for some commands \(c_1, \ldots, c_n > 2\), we have a cycle \(c_1 < \ldots < c_n < c_1\). Clearly, we cannot have in this cycle neither only orders \(<h_k\), nor at most one order \(<h\). Thus, consider some \(i\) for which we have \(c_{i-1} < c_{i+1} < c_i < c_{i+1} + [n+1] < c_i < c_{i+2}[n+1]\). Necessarily, \(c_{i+1}\) does not precede \(c_i\) in \(h\). From which it follows (in a global time model) that \(c_{i-1} < c_i < c_{i+2}\) holds. By applying this reduction, we conclude that there exists a cycle with only one order \(<h_k\); a contradiction.

We append to \(h\) all the responses that are in the histories \(h'_k\) and not in \(h\) to form \(L\). By definition of \(<h\), we have \(<h_h' < h_L\). History \(L\) is by construction sequential. Then, consider that a transition from \(s = (s_1, \ldots, s_n)\) to \(s' = (s'_1, \ldots, s'_m)\) occurs in \(L\) for some command \(c \in \text{Cmd}_k\) with a response value val. Since \((S_k)_k\) is strict, we have \(\tau(s, c) = ((s_1, \ldots, \tau_k(s_k, c), s_l, \ldots, s_n), \tau_k(s_k, c).val) = (s', \text{val})\). This leads to \((s, c, \text{val}, s') \in \tau\). As a consequence, the history \(L\) is legal. It follows that \(L\) is a linearization of \(H\).

Theorem. A partition \((S_k)_k\) of a service S is consistent if for every history \(h\) of \((S_k)_k\), there exists some linearization \(l\) of \(h\) such that the semantic graph of \(S\) induced by \(l\) is acyclic.

Proof: Let us assume the existence of some history \(l\) such that(i) for every \(S_k\), history \(l|S_k\) is a linearization of \(h|S_k\), and (ii) the semantic graph \(G = (V, E)\) of \(S\) induced by \(l\) is acyclic. We have to show that there exists some linearizable history \(H\) of \(S\) such that \(H\) is a high-level view of \(h\).

First, let us define the following mapping \(\bar{s}\) from \(h\) to a set of invocation and response events: Given a command \(c = (c_1, \ldots, c_m)\) that appears in \(h\), we map every event \(e\) regarding the sub-commands of \(c\), except \(\text{res}(c_m)\), via \(\bar{s}\) to \(\text{inv}(c)\). Provided that the event \(\text{res}(c_m)\) exists in \(h\), we map it via \(\bar{s}\) to \(\text{res}(c)\). Then, we consider the following relation \(\ll\) on the image of \(h\) via \(\bar{s}\):

\[
e \ll e' = (\exists (c, d) \in E : e = \text{inv}(c) \land e' = \text{inv}(d)) \lor (\bar{s}^{-1}(e) < h \bar{s}^{-1}(e'))
\]

Clearly, \(\ll\) is a partial order on \(\bar{s}(h)\). Hence, we can define \(H\) as the concatenation of the invocations and response events in \(\bar{s}(h)\) following some topological order compatible with \(\ll\). By construction, \(H\) is a higher-level view of \(h\). Moreover, since \((S_k)_k\) is a partition of \(S\), \(H\) is a history of \(S\).

Second, we append to \(h\) all the responses that are in \(l\) and not in \(h\) to form \(h'\). For every \(S_k\), history \(l|S_k\) is a linearization of \(h|S_k\), every sub-command in \(l\) is complete. As a consequence, history \(h'\) completes history \(h\). Then, following some order compatible with \(E\), for every command \(c\) incomplete in \(h'\), we append to \(h'\) some sequential execution of the sub-commands in \(c\) missing in \(h'\). Following the algorithm we employed to construct \(H\), we then build \(H'\) based on \(h'\). By construction, \(H'\) completes \(H\).

Now, let us choose \(L\) as some sequential history equivalent to \(H'\) and satisfying \(<h_h' < h_L\). We argue by induction that \(L\) is legal for the service \(S\). Consider some command \(c = (c_1, \ldots, c_m)\) returning in \(L\) a value \(\text{val}\), and assume that \(L|c\) is legal. Note \(s = (s_1, \ldots, s_n)\) the final state of \(S\) in \(L|c\).

Without lack of generality, we assume that \(m = |S_k|\) and that every sub-command \(c_k\) executes on a distinct \(S_k\). We have to show that(i) for every \(k\), denoting \(h_k\) the state of \(S_k\) in \(l|S_k\) before the execution of \(c_k\), we have \(h_k = s_k\) as well as, (ii) \(\text{val}\) is the response returned by \(c_m\) in \(l\). We observe that (ii) holds by definition of \(\bar{s}\). Then for (i), let \(d_k\) be the sub-command of some command \(d\) preceding \(c\) in \(L\) that produces \(s_k\). Observe that for every command \(c_{k+1}\) such that \(d_k <_{l|S_k} c_k <_{l|S_k} d_k\) because \(L\) is compatible with the order \(E\), \(d_k\) and \(c_k\) commute. From which we deduce that \(h_k = s_k\).

B. Correctness of Algorithm 2 and Algorithm 3

In this section, we sketch a correctness proof of Algorithms 2 and 3. To that end, we consider some partition \((S_k)_k\) of a service \(S\). First of all, we observe that since for every part \(S_k\), \(M(S_k)\) is a linearizable implementation of \(S_k\), all our constructions are linearizable implementation of \((S_k)_k\).

Algorithm 2. First of all, consider that some client \(p\) executes a command \(c\). Since \(p\) registers at line 8, by the properties of the leader election service \(\Omega\), eventually some correct client process \(q\) executes lines 15 to 20 for command \(c\).

Then, since every replicated state machine \(M(S_k)\) is wait-free, all the sub-commands of \(c\) returns. It follows that eventually \(p\) returns from its invocation of \(c\). Besides, we observe that the preconditions at line 15 implies that if two commands are concurrently executed in some execution of Algorithm 2, they must be commuting. As a consequence, the semantics graph produced by any execution of Algorithm 2 is acyclic. Applying Theorem 2, we conclude that the partition implemented by Algorithm 2 is consistent.

Algorithm 3. Consider some linearization \(l\) of an history \(h\) produced by Algorithm 3. At first glance, assume that any two commands of \(S\) executed in \(l\) are commuting. It follows that the semantic graph induced by \(l\) is acyclic, and we may apply
Theorem 2. Then, assume for the sake of contradiction that \( G_i \) contains a cycle \( C \) of non-commuting commands. We note \((S_k)_{k'}\) the restriction of \((S_k)_{k'}\) to the parts appearing in cycle \( C \). Then, we consider the two following cases depending on whether property P1 or P2 holds:

(P1.) Consider a sub-command \( c_i \) applying on part \( S_i \) such that \( S_i \) is the smallest part for the order \( \prec \) over the parts \((S_k)_{k'}\), and \( c_i \) creates an order \((d,c)\) or \((c,d)\) in \( G_i \).

(Case \( (d,c) \)). The sub-command \( c_i \) is preceded by some \( d_i \) with \( d \in C \) in \( l \). By definition of \( c_i \), every sub-command preceding \( c_i \) in \( c \) commutes with all the subcommands of the commands in \( C \). Hence, by the helping mechanism at lines 18 to 23, every sub-command \( d_j \) commutes with the sub-commands of \( c \) before \( c_i \) and is executed before \( c_i \) in \( l \). Then, since some \( d_j \) is preceded by a sub-command \( e_j' \) with \( e \in C \), the very same reasoning tells us that the sub-commands of \( c \) commute with the sub-commands before \( c_i \) and that they are executed before \( c_i \) in \( l \). Hence, by induction, no order \((c,d)\) occurs in \( C \); a contradiction.

Case \( (c,d) \) This case is symmetrical to the previous one, and thus omitted.

(P2.) Assume that both relations \((c,d)\) and \((d,e)\) are in \( G_i \).

Note respectively \((c_i,d_i)\) and \((d_j,e_j)\) the pair of subcommands that created them. In addition, let \( S_i \) and \( S_j \) be the parts on which respectively \((c_i,d_i)\) and \((d_j,e_j)\) do not commute. By property P2, we have either \( M(S_i) \subseteq M(S_j) \) or the converse that holds. From which it follows that some replicated state machine linearizes \( c_i \) and \( e_j \). By applying this reasoning to the cycle \( G_i \), we obtain the desired contradiction.

Let us now consider that some correct client process \( p \) executes a command \( c \). Since no two sub-commands in \( c \) access the same part, command \( c \) never blocks waiting for itself at line 19. Then, consider that when executing line 19, a client process always returns the first command that satisfies the predicate. In such a case, a short induction on the eventual properties of the leader election services in \( S \) together with the fact that \( G_i \) is acyclic, tell us that every sub-command eventually returns from its invocation. From which we deduce that Algorithm 3 is wait-free.

Finally, we observe that if two commands \( c \) and \( d \) access the same replicated state machine in some \( M(S_k) \), there must exist a non-directed path in conflict graph of \( l \). Hence, Algorithm 3 is disjoint-access parallel.

C. High-Level Specification of ZooFence

We consider a tree as an undirected graph \( T = (N,E) \) in which any two vertices are connected by exactly one simple path. We note \( n_0 \) the root of the tree. Each node \( n \) in the tree stores some (initially null) data \( n.d \). As usual, we make no distinction between a node and the unique path starting from \( n_0 \) that reaches it. For some path \( p \), we note \( parent(p) \) the parent of \( p \), and given two paths \( p \) and \( p' \), we write \( p \subseteq p' \) when \( p \) prefixes \( p' \). Clients manipulate the tree through the following interface:

- \( \text{exist}(x) \) return \( \text{true} \) if \( x \) is in \( T \).
- \( \text{getChildren}(x) \) returns the children of \( x \) in \( T \).
- \( \text{create}(x) \): if \( \text{parent}(x) \) exists in \( T \), add \( x \) as a child of \( \text{parent}(x) \) and returns \( \text{true} \); otherwise \( \text{false} \) is returned.
- \( \text{delete}(x) \): if \( x \) has no children then deletes it from \( T \) and returns \( \text{true} \); otherwise returns \( \text{false} \).
- \( \text{update}(x,d) \): if node \( x \) exists in \( T \), updates its content with data \( d \) and returns \( \text{true} \); otherwise \( \text{false} \) is returned.

To partition the above interface, we need to satisfy property P2. We translate this as the fact that if \( p \subseteq p' \) then \( M(p) \subseteq M(p') \). Multiple mappings are possible, and as pointed out in Section IV, such a choice is application-dependent. For instance, let \( \kappa, \lambda \in \mathbb{N} \) be some flattening parameters. We define \( M(n_0) \) as the set of all the replicated state machines. Then, for every path \( p \) of length \(|p|\), if \(|p| \neq 0 \) we remove deterministically \( \lambda \) replicated state machines from \( M(parent(p)) \); otherwise we let \( M(p) \) equals \( M(parent(p)) \).

Based on the above assignment of nodes to replicated state machines, we then partition the tree as follows: Each replicated state machine implements a shared tree that exposes the very same interface as the one we described above. Commands at the client level are implemented by the following sequences of commands at the replicated state machine level (underlined):

\[
\begin{align*}
\text{exist}(x) &= \text{return } M(x) . \text{exist}(x) \\
\text{update}(x,d) &= \text{return } M(x) . \text{update}(x,d) \\
\text{getChildren}(x) &= \text{return } M(x) . \text{getChildren}(x) \\
\text{create}(x) &= \text{return } M(parent(x)) . \text{create}(x) \\
\text{delete}(x) &= \text{if } M(x) . \text{getChildren}(x) \neq \emptyset \\
&\quad \text{return false} \\
&\quad M(parent(x)) . \text{delete}(x) \\
&\quad \text{return true}
\end{align*}
\]